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Preface

Introduction

Enumerative geometry is concerned with counting curves in algebraic varieties that satisfy
certain conditions. Even though enumerative problems are easy to formulate, it is in gen-
eral very hard to solve them. The most important tools of modern enumerative geometry
are moduli spacesMg,n(X, β) of degree β stable maps from n-marked genus g curves into
a smooth projective varietyX . Intersection theory on these moduli spaces has been used to
solve several difficult enumerative problems, such as determining the number of rational
curves of degree d in a quintic threefold ([Kon]) or the number of rational plane degree d
curves through 3d− 1 points in general position ([KM94]).

Tropical geometry is a branch of algebraic geometry, in which the so-called tropicalisation
transforms a scheme into a weighted, balanced polyhedral complex. These complexes,
the so-called tropical varieties, are combinatorial objects, which can be studied with non-
algebraic methods and can reveal new insights about algebraic geometry. Tropical geome-
try has proven to be useful in enumerative geometry in several circumstances. For exam-
ple, Mikhalkin proved in his famous "Correspondence Theorem" that the number of plane
curves of given genus and degree through some given points equals the number of certain
plane tropical curves through the same number of points, [Mik05]. Another example is the
computation of Welschinger invariants in real enumerative geometry by Shustin [Shu06].
From these results, a purely tropical enumerative geometry evolved, cf. [Mik06], [GM07],
[GKM09].

Following the ideas from algebraic geometry, tropical moduli spaces M0,n(R
m,∆) of de-

gree ∆ tropical stable maps from rational tropical curves with n marked "points" into Rm

have been introduced in [Mik06] or [GKM09]. So far, there are no moduli spaces for ra-
tional stable maps into tropical varieties different from Rm. Therefore very interesting
algebraic enumerative problems, like counting lines in a cubic surface or rational curves in
a quintic threefold, are inaccessible to the tropical theory. The original aim of this thesis
was to construct moduli spaces M0,n(X ,∆) of degree ∆ rational tropical stable maps into
a smooth tropical subvariety X ⊂ Rm. This could only be achieved partially, as we will
explain below.

In the algebraic theory, it is possible to construct M0,n(X, β) for a subvariety X ⊂ Pm

essentially as a union of connected components of the zero locus of some global sections of
a certain vector bundle on M0,n(P

m, d), cf. [FP97]. Unfortunately, this approach does not
carry over to the tropical world for lack of a suitable tropical vector bundle.

Another approach would be to tropicalise the algebraic moduli space for a suitable choice
of coordinates. This has the major drawback that the algebraic space in general has several
components of different, not expected dimensions. It is therefore necessary to use the vir-
tual fundamental class instead of the usual one if one intends to do intersection theory. If
we tropicalise the irreducible components of the algebraic space separately, the tropicali-
sations would then also be of the wrong dimension and we would have to find a suitable
virtual fundamental class of the tropicalisation. On the other hand, the virtual fundamental
class of the algebraic space, which has the correct dimension, cannot be tropicalised.
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6 PREFACE

The approach of this thesis is to directly construct a virtual class M0,n(X ,∆), i.e. a tropical
variety of the correct dimension, consisting of curves satisfying easy local combinatorial
conditions. The price we have to pay is that it is extremely difficult to find the right weights
on this space and to show that they actually make M0,n(X ,∆) balanced. This has been
carried out successfully in the case where X is a smooth curve and in the case of tropical
lines, when X ⊂ R3 is a smooth surface, in this thesis.

The content of this thesis can be summarised as follows.

Chapter 1: The first four sections of Chapter 1 provide the basic notions and technical tools
which are needed in Section 1.5, which is the central part of the first chapter. In Section 1.6
examples of our constructions are given. The main issues of Chapter 1 are the following.

We want to reduce the construction of M0,n(X ,∆) for a general smooth X (which is a
hypersurface or curve) to the case where X is a fan. The idea is the following: For a tropical
stable map h : Γ −→ X , where Γ is a metric graph of genus zero, of a given combinatorial
type we want to "cut" the abstract curve Γ along all of its edges into local pieces Γv, which
are then in bijection with the vertices v of Γ. We want to do this in a way such that hmaps
Γv into a local part of X which looks like a fan. Knowing something about stable maps to
fans can yield information about stable maps into X . In this summary it will be outlined
how this can be done.

Wewould like to consider the local pieces Γv together with the restriction of h as an element
of some tropical moduli space Mv . As Γv has bounded leaves, we cannot obtain Mv as a
subspace of the kind of moduli spaces from [GKM09], because they only allow unbounded
leaves.

Therefore we extend the moduli spaces M0,n(R
m,∆) to moduli spaces of stable maps

where some of the leaves are bounded. We also construct evaluation morphisms which
assign to a stable map the image in Rm of the endpoint of a bounded leaf. Additionally we
construct morphisms which forget the lengths of the bounded leaves letting them become
unbounded. This is done in Section 1.2. As the lengths of the bounded leaves are always
positive, those moduli spaces will "end" where the length goes to zero. This is why we need
to define partially open tropical varieties in Section 1.1. Furthermore, we also want to deal
with stable maps without marked points, i.e. elements of M0,0(R

m,∆). This is needed,
for example when we consider lines in a tropical cubic, cf. Section 3.3, but also to construct
Mv , as some of the local curve pieces from above might not havemarked points. However,
dealing withM0,0(R

m,∆) is not possible with the approach from [GKM09], as n ≥ 1 is as-
sumed there. Thus we introduce new coordinates on M0,n(R

m,∆), using the barycentres
of the images of the curves, cf. Definition 1.2.15.

Let us return to the local curve pieces. We will assume that every vertex v is good, cf.
Definition 1.5.12. One part of the condition of being good is, that we assume we already
constructed a moduli spaceMv of the correct expected dimension and equipped with suit-
able weights, cf. Definition 1.5.9, which will be fixed in the last chapter. Furthermore, Mv

has to satisfy an intrinsic compatibility condition, which we will explain in the paragraph
after next. We now want to "glue" the local curve pieces back to the original curve using
tropical intersection theory. For an edge of Γ we obtain two bounded leaves from cutting.
So we can take the product of the evaluations at these two leaves, which then maps into

X 2. We impose the condition that the two leaves fit together by pulling back the diagonal
via the product of evaluations to the product

∏
v Mv.

Unfortunately, tropical intersection theory does not provide a well-defined pull back for
arbitrary cycles, even if they are a product of Cartier divisors. To pull back the diagonal
in a way that satisfies all the properties one would expect, we have to do cumbersome
constructions and computations in Section 1.4.
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The tropical variety that we obtain after pulling back the diagonal for each edge still carries
the information of where we cut the edges. We want to get rid of this superfluous informa-
tion by dividing out a lineality space. To do this, we extend the notion of a lineality space
to partially open tropical varieties in Section 1.1. After getting rid of the cutting points by
taking the quotient, we obtain a tropical variety in M0,n(R

m,∆), which we will call the
gluing cycle of the stable map (Γ, h), cf. Construction 1.5.13. The gluing cycle will only
depend on the combinatorial type of the original stable map. If all vertices of all combina-
torial types are good, it turns out that all the gluing cycles fit together to the tropical variety
M0,n(X ,∆). This is Theorem 1.5.21. To prove this, we need the intrinsic compatibility of
Mv , which just means that the moduli space Mv can itself be obtained from gluing cy-
cles. Furthermore, the stable maps inM0,n(X ,∆) satisfy easy combinatorial conditions, cf.
Definition 1.5.10, and the variety M0,n(X ,∆) will be of the correct expected dimension.

The more difficult, and mainly unsolved, problem is to show that the vertices v actually are
good. At the end of Section 1.5 we will reduce this problem to showing that M0,n(X ,∆) is
a moduli space obtained from gluing cycles, if its expected (and then by construction also
its actual) dimension is one and X is a fan.

Chapter 2: Even in this simplified situation from above, there seems to be no feasible purely
combinatorial description of the tropical stable maps into X that satisfy our local combina-
torial conditions. Of course it is then hard to show that M0,n(X ,∆) is balanced, as we do
not know its maximal cells. The idea of the second chapter is to translate both problems
into intersection theory on a suitable algebraic moduli space.

First we review certain aspects of toric geometry in Section 2.1. Our main objective is toric
intersection theory, but we also explain a description of morphisms into smooth projective
toric varieties X(Σ) given by Cox. In Section 2.2 we will focus on subvarieties Y ⊂ X(Σ)
which tropicalise to a subfan Y of Σ. We will define a stackM∆,Y of all |∆|-marked rational
stable maps into Y satisfying certain multiplicity conditions to the toric boundary given
by ∆ at the marked points. Furthermore, we will define the substack W∆,Y of M∆,Y of
curves that are deformations of irreducible curves inM∆,Y . It turns out that the curves in
M∆,Y andW∆,Y have a tropical meaning. In particular, the curves inW∆,Y correspond to
combinatorial types of degree ∆ stable maps into Y , cf. Theorem 2.2.18. We will define a
boundary of W∆,Y and show that we can obtain specific elements in the tropical moduli
space from the multiplicities of certain Cartier divisors to this boundary. However, the
examples given in Section 2.2 show that the combinatorial types of tropical curves that we
obtain this way, do not correspond to those which satisfy the local combinatorial conditions
from Chapter 1. Also, the dimension ofW∆,Y is not always equal to the expected one.

Therefore, we will construct a virtual fundamental class ofW∆,Y in Section 2.3 in the case
of an integral hypersurface Y . This virtual fundamental class has the expected dimension
and will be obtained from the stack W∆,X(Σ) as intersection with the top Chern class of
some vector bundle.

As the boundary of W∆,Y encodes information about tropical stable maps, we want to
study it in Section 2.4. We will mostly restrict to properties of the boundary of W∆,X(Σ),
since this is much easier to understand. It turns out that the boundary can be stratified
by combinatorial types of degree ∆ tropical stable maps into Σ. We will show that if a
combinatorial type satisfies certain conditions, the locus of stable maps in W∆,X(Σ) corre-
sponding to it has a recursive structure, cf. Proposition 2.4.13. We also describe how the
stacksW∆,X(Σ) behave under refinements of the fanΣ, i.e. blow ups of the toric variety. We
can use this to show that one-dimensional combinatorial types define irreducible boundary
divisors ofW∆,X(Σ), cf. Corollary 2.4.17. We conclude the second chapter by showing that
W∆,X(Σ) is unibranch around some of these irreducible boundary divisors, which enables
us to explicitly determine multiplicities of certain Cartier divisors along those boundary
divisors. Those are the multiplicities we need to obtain an element in the tropical moduli
space.
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Chapter 3: In the last chapter the results from the first two chapters are brought together. If
the expected dimension ofM0,n(Y,∆) is one, we use the intersection theoretic results from
Chapter 2 to construct a one dimensional tropical fan in M0,n(R

m,∆) whose elements
are stable maps to Y . This is done in Section 3.1. Unfortunately, it is not clear whether
this tropical variety obtained from intersection theory can also be obtained from gluing
as in Chapter 1 or not. So the problem outlined above has not been solved completely.
However, the construction of a tropical fan with algebraic intersection theory seems to be
a promising approach, cf. Conjecture 3.1.7. In this conjecture we claim that the correct
weights of M0,n(X ,∆) for a smooth hypersurface X can be obtained from the degrees of
virtual fundamental classes of certainW∆,Y . To substantiate this claim, we determine a few
such degrees of virtual fundamental classes in Section 3.4. This sheds a new light on some
of the examples in Section 1.6.

In Section 3.2 we will use our methods to show that if we restrict X to smooth curves, all
vertices are good, cf. Theorem 1.5.21. The results from the first chapter yield a tropical
moduli space M0,n(X ,∆) of rational covers of smooth tropical curves. It turns out that
the weights on this moduli space can be obtained from multi-point Hurwitz numbers, cf.
Definition 3.2.8.

In Section 3.3 we will construct tropical moduli spaces of lines in smooth surfaces in R3,
cf. Proposition 3.3.3. In particular, as our spaces have the correct dimension, we obtain a
moduli space of lines in a given tropical cubic, which has dimension zero. So even though
smooth tropical cubics might contain infinitely many lines, cf. [Vig10], our moduli spaces
always contain only a finite number of them. This allows for a virtual count of tropical
lines in smooth tropical cubics.

Results

In this thesis we extend the existing constructions of tropicalmoduli spaces of tropical ratio-
nal stable maps and relate these tropical moduli spaces to intersection theory on algebraic
moduli spaces. The main results are:

• We define a tropical structure on the moduli space of rational tropical stable maps
M0,n(R

m,∆) using the barycentre of the images of the maps. This is done in
Section 1.2 and is also possible if n = 0 unlike the construction from [GKM09].

• We reduce the task of constructing M0,n(X ,∆) for arbitrary smooth X ⊂ Rm

(which is a hypersurface or curve) to the case where X is a fan and the expected
dimension ofM0,n(X ,∆) is one. However, we need tomake sure thatM0,n(X ,∆)
has some additional properties in this case. This is the content of Section 1.5.

• We construct tropical moduli spaces M0,n(X ,∆) of tropical covers, i.e. stable
maps that have a smooth tropical curve X as target. This is Corollary 3.2.15. Our
methods also provide relations between multi-point Hurwitz numbers, which al-
low their recursive computation, cf. Remark 3.2.16.

• We construct tropical moduli spaces of lines in smooth surfaces in R3, cf. Proposi-
tion 3.3.3. In particular, this includes smooth tropical cubic surfaces, which, even
though this is not expected, might contain infinitely many lines, cf. [Vig10]. How-
ever, our moduli space will allow a virtual count of lines for every smooth cubic.

• In Theorem 2.2.18we prove that deformations of irreducible algebraic stable maps
into smooth projective toric varieties correspond to combinatorial types of tropical
stable maps. In Lemmas 3.1.2 and 3.1.3 we show that these combinatorial types
can be recovered from intersection multiplicities on a suitable moduli space of
algebraic stable maps.
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CHAPTER 1

Moduli spaces of tropical stable maps

The first chapter contains most of the tropical geometry part of this thesis. In Section 1.1 we
will recall tropicalisation of algebraic varieties and the definition of tropical varieties but
in a slightly more general way than usual, as we will allow them to be partially open. This
enables us to study tropical varieties locally. In Section 1.2 we will describe moduli spaces
of rational tropical curves, but with the additional feature of bounded leaves, making the
moduli space partially open. Section 1.3 just lists the tools from tropical intersection theory
that we will need, except for a well-defined pull back of the diagonal in a smooth tropical
fan, which will occupy Section 1.4 and is quite technical. We will bring all this together
in Section 1.5, where we will use intersection theory to "glue" a moduli space of rational
curves in a smooth tropical variety from suitable "smaller" and easier to understandmoduli
spaces. We will give several examples for this in the last section, 1.6.

1.1. Introduction to tropical geometry

There are several approaches to tropical geometry. One is to use tropical geometry as a tool
in algebraic geometry via the so called "tropicalisation" and another one is to study tropical
varieties as purely combinatorial objects. A good reference for the algebro geometric point
of view is the book by B. Sturmfels and D. Maclagan [SM] which is still work in progress
but already covers a wide variety of topics that is otherwise scattered in the literature.
Good references for an overview of a purely combinatorial approach are the PhD theses
of G. François [Fra12] and J. Rau [Rau09]. Most of the already existing definitions in this
section and Section 1.3 are taken from these three sources.

Definition 1.1.1 (Fields and tropicalisation). Let K be an algebraically closed field. Then
theMal’cev-Neumann ring of generalised power seriesK = K((R)) consists of all formal power
series

∑
ε aεt

ε with coefficients in K and ε ∈ R such that {ε ∈ R | aε 6= 0} is well ordered.
This is also an algebraically closed field, containing the field K{{t}} of Puiseux series, which
is the algebraic closure of the field of the Laurent series (cf. Example 2.1.6 of [SM]). K (and
also K{{t}}) has a valuation given by

v : K∗ −→ R,
∑

ε

aεt
ε 7−→ min{ε ∈ R | aε 6= 0}.

We also denote the coordinate-wise valuation by v:

v : (K∗)m −→ Rm, (x1, ..., xm) 7−→ (v(x1), ...,v(xm)).

For any subvariety of the torus X ⊂ (K∗)m we can define the set of all coordinate-wise
valuations as the tropicalisation of X

trop(X) := {v(x) |x ∈ X}.

This defines the tropicalisation as a set. Usually the tropicalisation also involves weights,
cf. Theorem 1.1.4. For a definition of the weights of the tropicalisation we refer to Chapter
2 of [Spe05] or Definition 3.4.3 of [SM].

Remark 1.1.2 (Tropicalisation and field extensions). Let K [x±] denote the ring of Laurent
polynomials in x1, ..., xm with coefficients in K . If I ⊂ K [x±] is an ideal with vanishing
locus Z(I) =: XK , the Fundamental Theorem of Tropical Geometry (cf. [SM] Theorem 3.2.4, or

11



12 1. MODULI SPACES OF TROPICAL STABLE MAPS

[Dra08] Theorem 4.2) states that ω ∈ trop(XK) if and only if inω(I) 6= K [x±]. Here inω(I)
is the initial ideal with respect to ω (cf. [SM], Section 2.5). The second condition can be
checked by a Gröbner basis computation. Let now L be an algebraically closed extension
field of K and L = L((R)). If I is generated by polynomials with coefficients only in K

(this is usually called the constant coefficient case), we have inω(I) 6= K [x±] if and only if
inω(IL [x±]) 6= L [x±]. The reason for this is that all Gröbner basis computations take place
in the field K. We conclude that trop(XK) = trop(XL), whereXL := Z(IL [x±]) ⊂ (L∗)m.

To formulate some results about the tropicalisation we should first recall a few definitions
concerning polyhedra.

Definition 1.1.3 (Notions from polyhedral geometry). Let Λ be a lattice, i.e. a group which
is isomorphic to some Zm, and consider the real vector space V = Λ ⊗Z R. Then a subset
of the form

(1) σ = {x ∈ V | ∀ i ∈ I : fi(x) ≥ ci and ∀ j ∈ J : gj(x) > dj } ⊂ V

for finite index sets I and J with fi, gj ∈ Λ∨ and ci, dj ∈ R is called a rational polyhedron and
it is called a cone if all ci = 0 and dj = 0. A subset of σ that is obtained by replacing some
"≥" by "=" in (1) is called a face of σ, and it is denoted a facet if it is a face of codimension
one. If τ is a face of σ we write σ ≥ τ . For a polyhedron σ we define a subvector space
Vσ := 〈x− y |x, y ∈ σ〉R . As lattice of Vσ we take Λσ := Λ ∩ Vσ . The relative interior σ◦ is the
interior of σ inside the affine linear subspace spanned by it, or equivalently σ without all
its proper faces. A polyhedron σ is called partially open if it is not closed in the affine linear
subspace spanned by it.

A finite collection X of rational polyhedra in V is called rational polyhedral complex if for
σ ∈ X all faces of σ lie in X and for any two σ, τ ∈ X the intersection σ ∩ τ is a face of σ
and of τ , hence also in X . Furthermore, we require that for all σ, τ ∈ X with σ ∩ τ 6= ∅ we
already have σ ∩ τ 6= ∅. The elements of X are called cells. We write X ⊂ V to indicate in
which vector space the polyhedra live. Note that all polyhedra and polyhedral complexes
in this thesis will be rational, andwe will therefore omit the term "rational" from now on. A
polyhedral complex will be called partially open if it contains at least one partially open cell
and closed otherwise. Let dimX := max{dimσ |σ ∈ X} and let X (k) denote the set of all k-
dimensional cells of X . We call a polyhedral complex pure if all its inclusion maximal cells

are of the same dimension. If X is pure we denote by X (k) the set of all cells of codimension
k, i.e of dimension dimX −k. For a cell σ ∈ X we define X (σ) :=

⋃
τ≥σ τ

◦. We define

StarX (σ) as the fan in V/Vσ with lattice Λ/Λσ, consisting of cones τ := R≥0((τ − P )/Vσ)
for all τ ∈ X with τ ≥ σ and some point P ∈ σ. The support of a polyhedral complex is
| X |poly =

⋃
σ∈X σ. We use the index "poly" in order to distinguish this from the support of

a weighted polyhedral complex, that is defined later on. A set X is called polyhedral set if it
is the support of some polyhedral complex X andwe define dimX := dimX , which clearly
does not depend on the choice of X with the property | X |poly = X . For two polyhedral
complexes X and Y we say that Y is a subcomplex of X , written Y ≤ X , if | Y |poly ⊂ |X |poly
and for each σ ∈ Y we have a cell τ ∈ X such that σ◦ = τ◦. Note that a polyhedron σ is a
polyhedral set, it is the support of the polyhedral complex {τ | τ ≤ σ} which we will also
denote σ by abuse of notation.

A polyhedral complex X is called a fan if 0 ∈
⋂

σ∈X σ. We call it an affine fan if it is a
translation of a fan by a vector in V , which is called an apex of the affine fan. For an affine
fan X we want to call the cell

⋂
σ∈X σ the central cell of X . The central cell is the unique

inclusion minimal cell of the affine fan. Note that if X is a closed fan, i.e. all σ ∈ X are
closed polyhedra, then all σ ∈ X must be cones as in the usual definition of a fan from the
literature. This can be seen as follows. Let σ = {x ∈ V | fi(x) ≥ ci for i ∈ I} ∈ X . Then for
every i ∈ I replacing the inequality by fi(x) = ci defines a face of σ. By definition this face
must contain 0, hence 0 = fi(0) = ci.
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Let Λ′ be another lattice with vector space V ′ = Λ′⊗Z R and let g : V −→ V ′ be an R-linear
map satisfying g(Λ) ⊂ Λ′. Then g is called integer linear. Any translation f = g+c for c ∈ V ′

is called affine integer linear and flin := g is called the linear part of f . For any polyhedral
complex X ⊂ V ′ the preimage f−1X under an integer affine linear map is the polyhedral
complex {f−1σ |σ ∈ X}. Note that this again consists of rational cells. Of course the set
theoretic preimage of a polyhedral set is again a polyhedral set.

A pair (X , ωX ) is called weighted polyhedral complex, if X is a pure polyhedral complex and

ωX : X (0) −→ Q is a function. The rational number ωX (σ) ∈ Q is called the weight of σ.
We usually omit the function ωX and denote a weighted polyhedral complex just by the
complex X . Note that in the literature one usually restricts to weights from Z, but we will
need rational weights on our moduli spaces M0,n(X ,∆) in order to make them balanced
in a "nice" way. For a weighted polyhedral complex X we define the support | X | as the
union over all maximal cells with non-zero weight. If τ is a facet of σ then we can define
uσ/τ ∈ Λσ/Λτ to be the primitive integral vector lying in the same half line of Vσ/Vτ as σ.

We call a weighted polyhedral complex balanced if for all its facets τ ∈ X (1)

(2)
∑

σ∈X(0)

σ≥τ

ωX (σ)uσ/τ = 0.

With these notions from polyhedral geometry we can state the following very important
theorem:

Theorem 1.1.4. If X ⊂ (K∗)m is an irreducible variety, then trop(X) is the support of a closed
polyhedral complex of pure dimension dimX . The maximal cells of this polyhedral complex also
come with intrinsic positive integer weights (depending on the ideal defining X , i.e. the scheme
structure ofX) turning trop(X) into a weighted and balanced polyhedral complex.

PROOF. This can be found for example in [Spe05] Section 2.2 (polyhedral structure),
Proposition 2.4.5 (pure dimensionality) and Proposition 2.5.1 (balance). �

This theorem justifies the following definition of tropical subvarieties of some real vector
space:

Definition 1.1.5 (Tropical varieties). A tropical polyhedral complex is a weighted polyhedral
complex X ⊂ V = Λ⊗Z R that is balanced. A refinement of X is another tropical polyhedral
complex X ′ ⊂ V with | X | = | X ′ | such that for all σ′ ∈ X ′ with σ′ ⊂ |X ′ | there is a σ ∈ X
with σ′ ⊂ σ. For maximal cones we require ωX ′(σ′) = ωX (σ) in this case. Note that this
imposes no condition on the cells of weight zero. Two tropical polyhedral complexes that
have a common refinement are called equivalent. One can check that this in fact defines an
equivalence relation. We define a tropical cycle or tropical variety to be an equivalence class
[X ] of tropical polyhedral complexes. Note that in the literature the term tropical variety is
usually reserved for a tropical cycle with only positive weights, but the space M0,n(X ,∆)
we are interested in will in general also have negative weights. A representative X of a
tropical variety [X ] is also called a polyhedral structure on [X ]. We will usually just write
X for the tropical variety [X ]. If we have two tropical polyhedral complexes X and Y we
usually write X = Y if they are representatives of the same tropical variety. Of course all
representatives of a tropical variety X live in the same vector space V and we will write
X ⊂ V for this.

For tropical polyhedral complexes X the support | X | is obviously well-defined on equiva-
lence classes. Therefore we can define the support of a tropical variety as the support of any
of its polyhedral structures. The dimension of X is then the dimension of | X |. Note that
this is not well-defined for ∅ andwewant to consider ∅ to have any dimension, because this
will be the zero element in the group of tropical cycles of dimension k, cf. Definition 1.3.1.
A tropical variety is called closed if | X | is closed in V and partially open otherwise. Note
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that each representative of a partially open tropical variety is a partially open polyhedral
complex. A tropical variety is an (affine) tropical fan if it admits a polyhedral structure which
is an (affine) fan. In this case the central cell of such a fan structure is called a central cell of
X . Another tropical variety Y is called a subvariety of X , if | Y | ⊂ |X | is closed. We write
Y ⊂ X for this. A tropical variety X is called reducible if there exists a subvariety Y ⊂ X
with dimY = dimX but | X | 6= | Y |. It is called irreducible if it is not reducible.

Although tropicalisations of algebraic varieties are always closed we will need the slightly
more general notion of partially open tropical varieties as a technical tool for our construc-
tion of M0,n(X ,∆). Also note that not every closed tropical variety is actually a tropicali-
sation of a subvariety in (K∗)m. A tropical variety X ⊂ Rm is called realisable if there exists
an ideal I ⊂ K [x±] with Z(I) = X ⊂ (K∗)m and trop(X) = | X | such that the weights
on X coincide with those defined by I which were already mentioned in Theorem 1.1.4. To
determine whether a tropical variety is realisable or not is in general a very hard problem
which is known as tropical inverse problem, lifting problem or realisability problem in the litera-
ture. It is true that tropical hypersurfaces and rational tropical curves in Rm (with positive
integer weights) are always realisable. The case of rational curves is treated in Theorem
5.0.4 of [Spe05] and the case of hypersurfaces can be found in Theorem 3.15 of [Mik05].

Example 1.1.6 (The tropical linear spaces Ln
k ). A basic but important example of tropical

varieties are the tropical linear spaces Ln
k ⊂ Rn. Let e1, ..., en be the standard basis vectors

and e0 = −
∑n

i=1 ei. Then for any subset I ⊂ {0, ..., n} we can define σI to be the cone
spanned by those ei with i ∈ I . As a fan Ln

k consists of the cones σI for all I ⊂ {0, ..., n}
with |I| ≤ k. The tropical variety Ln

k is obtained by putting weight 1 on all maximal cells.
The picture below shows from the left to the right L2

1, L
3
2 and L

3
1.

σ1

σ2

σ0

σ12

σ01

σ2

σ0

σ1

σ3

Definition 1.1.7 (Morphisms). A morphism f : X −→Y between two tropical varieties X ⊂
V = Λ ⊗Z R and Y ⊂ V ′ = Λ′ ⊗Z R is an affine integer linear map f : | X | −→ |Y |,
i.e. f = g|| X | + c for a constant c ∈ V ′ and an integer linear map g : V −→ V ′. We call
flin := g the linear part of the morphism f . We call the morphism f linear if c = 0 and affine
linear else. In the literature a tropical morphism is usually a map that is only locally affine
integer linear. However, all morphisms in this thesis will be affine linear. We call a linear
morphism f quotient morphism if flin is surjective and flin(Λ) = Λ′. A tropical isomorphism
is a morphism f : X −→ Y for which there exists an inverse morphism and such that the
weights of X and Y coincide for suitable polyhedral structures. Note that this definition
of morphisms is bad from a categorical point of view, as morphisms for which we have
inverse morphisms are not isomorphisms, since morphisms do not "see" the weights of the
tropical varieties.

Definition 1.1.8 (Abstract tropical varieties). We define a tropical topological space as a tuple
(X,U, ω,Φ,Λ,X ) where

(1) X is a topological space with a dense open subset U
(2) ω : U −→ Q∗ is a locally constant function
(3) X ⊂ V = Λ⊗Z R is a tropical variety
(4) Φ : X −→ V is a homeomorphism onto its image Φ(X) = | X |
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(5) if σ ∈ X (0) for some polyhedral structure, then ω attains the constant value ωX (σ)
on Φ−1(σ◦) ∩ U .

Two tropical topological spaces (X,U, ω,Φ,Λ,X ), (X,U ′, ω′,Φ′,Λ′,X ′) are called equiva-
lent if there is an isomorphism f : X −→ X ′ of tropical varieties such that Φ′ = f ◦ Φ. We
want to call an equivalence class of tropical topological spaces an abstract tropical variety.
We also call (X,U, ω,Φ,Λ,X ) a tropical structure on X , and sometimes we just call Φ the
tropical structure, if the rest is clear from the context. In the notation we will usually omit
the structure and denote an abstract tropical variety just by its underlying space X . Note
that every tropical variety X ⊂ Λ ⊗Z R defines an abstract tropical variety in an obvious
way.

Identifying (X,U, ω,Φ,Λ,X ) with X we can transfer all constructions from tropical vari-
eties inside a vector space to abstract tropical varieties. For example, an abstract tropical
variety (Y, V, ω′,Φ′,Λ′,Y) is a subvariety of (X,U, ω,Φ,Λ,X ), if there are tropical structures
with Y ⊂ X , Λ′ = Λ, Φ′ = Φ|Y and Y a subvariety of X . A morphism between abstract
tropical varieties (X,U, ω,Φ,Λ,X ) and (Y, V, ω′,Φ′,Λ′,Y) is a map f : X −→ Y for which
Φ′ ◦ f ◦ Φ−1 is a morphism between the tropical varieties X and Y .

Now we want to introduce tropical quotients, an important technical tool for gluing tropi-
cal moduli spaces.

Definition 1.1.9. Let L ⊂ V = Λ ⊗Z R be a rational subvector space, i.e. it is defined by
elements in Λ∨. A polyhedral complex X inside V is said to have lineality space L, if for
each σ ∈ X and x ∈ σ we have that (x+L)∩ |X |poly = (x+L)∩ σ and that this set is open
in the induced subspace topology on x+ L.

For an affine fan X we called the cell
⋂

τ∈X τ = σ the central cell of X in Definition 1.1.3. In
this case Vσ is a lineality space of X in the sense above.

A tropical variety X inside V = Λ⊗Z R has lineality space L, if it has a polyhedral structure
that has lineality space L. Such a polyhedral structure is called compatible with L.

Note that in most of the literature only a maximal L with this property is called a lineality
space. If X is a closed tropical variety, then for any polyhedral structure compatible with L,
every σ ∈ X is closed in V and hence also (x+L)∩ σ is closed in x+L. As L is connected,
we conclude (x+L)∩ σ = x+L, i.e. x+L ⊂ σ. This coincides with the usual definition of
a lineality space.

L

Above we see two examples of partially open polyhedral complexes. The black lines in-
dicate lower dimensional faces. The complex on the left does not have lineality space L,
because there are translations of L having non-connected intersection with the support of
the complex. Furthermore the images of the cells in the quotient by L do not form a poly-
hedral complex. The polyhedral complex on the right has lineality space L.

Lemma 1.1.10. Let X be a polyhedral complex in V = Λ⊗Z R with lineality space L. Denote the
quotient map q : V −→ V/L and let V/L be equipped with the quotient lattice q(Λ) ∼= Λ/(Λ∩L).
Then for all cones σ, τ ∈ X we have
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(a) q(σ) is a polyhedron of dimension dim q(σ) = dimσ − dimL
(b) if τ ≤ σ then q(τ) ≤ q(σ)
(c) q(σ ∩ τ) = q(σ) ∩ q(τ)
(d) if q(τ) = q(σ) then τ = σ
(e) Λq(σ) = q(Λσ). If τ ≤ σ is a facet thenΛq(σ)/Λq(τ)

∼= Λσ/Λτ and uq(σ)/q(τ) corresponds
to uσ/τ via this isomorphism.

PROOF. (a) Using induction it suffices to consider the case where dimL = 1. We want
to choose isomorphisms L∩Λ ∼= Z and q(Λ) ∼= ZdimV −1. This induces an isomorphism V ∼=
RdimV −1×R andwewant to call the coordinates (x, y) ∈ RdimV−1×R. In these coordinates
L = {(x, y) | y = 0}. In the defining inequalities of σ we can assume that those involving
y are strict inequalities. Otherwise, for f(x, y) ≤ c there would be some (x0, y0) ∈ σ with
f(x0, y0) = c. As ((x0, y0) + L) ∩ σ is open in (x0, y0) + L, there must be a neighbourhood
U of y0 in R with f(x0, y) ≤ c for all y ∈ U , which is a contradiction. After dividing those
inequalities involving y by the absolute value of the coefficient of y, we can write

(3) σ = {(x, y) |hk(x) Rk ck and fi(x) + ai > y and gj(x) + bj < y for all i, j, k}

where Rk stands for one of the relations ≥, > or = and hk, fi and gj are linear forms. We
now want to show that

(4) q(σ) = {x |hk(x) Rk ck and fi(x) + ai > gj(x) + bj for all i, j, k} .

The inclusion "⊂" is obvious. The other inclusion is true because we have only finitely
many i and j and hence, for a fixed x0 satisfying the relations from (4), we can always find
a y0 with fi(x0) + ai > y0 > gj(x0) + bj for all i and j. The claim about the dimension
follows from the assumption that for each x ∈ q(σ) the fibre (q|σ)

−1(x) is open in the fibre
q−1(x), which is just a translation of L. Hence every fibre (q|σ)−1(x) is of dimension dimL.

(b) If τ ≤ σ, then τ is given by replacing some of the Rk in (3) which stand for ≥ by =. This
obviously carries over to q(τ) and q(σ) as in (4).

(c) Clearly q(σ∩ τ) ⊂ q(σ)∩ q(τ), so let x ∈ q(σ)∩ q(τ). By the definition of a lineality space
we have that q−1(x) ∩ σ = q−1(x) ∩ |X |poly = q−1(x) ∩ τ 6= ∅, therefore x ∈ q(σ ∩ τ).

(d) By part (c)we have q(σ ∩ τ) = q(σ) = q(τ) and as σ ∩ τ is a face of σ, it follows from the
dimension formula in (a) that σ ∩ τ = σ. By symmetry we obtain τ = σ.

(e) By definition Λq(σ) = Vq(σ)∩q(Λ) and Vq(σ) = q(Vσ). We concludeΛq(σ) = q(Vσ)∩ q(Λ) ⊃
q(Vσ ∩ Λ) = q(Λσ), where the inclusion is actually an equality as we will see now. By the
definition of a lineality space, we haveL ⊂ Vσ and hence q−1(q(Vσ)) = Vσ . This implies that
for every x ∈ q(Vσ)∩q(Λ) any preimage y ∈ Λ under qmust automatically also lie in Vσ . We
have Λq(σ)/Λq(τ) = q(Λσ)/q(Λτ ) which is isomorphic to Λσ/Λτ after an application of the
homomorphism theorem. The vector uq(σ)/q(τ) corresponds to uσ/τ via this isomorphism
as there are only two primitive integral vectors in both lattices, so we only need to check the
sign. But its easy to see that the images of σ in Vσ/Vτ and q(σ) in q(Vσ)/q(Vτ ) correspond
via the isomorphism Vσ/Vτ ∼= q(Vσ)/q(Vτ ), hence uσ/τ and uq(σ)/q(τ) correspond via the
isomorphism. �

Construction 1.1.11 (Tropical quotients). Let X ⊂ V = Λ ⊗Z R be a polyhedral complex
with lineality space L and let q : V−→V/L denote the quotient map. Furthermore, let V/L
be equipped with the lattice q(Λ). Define the quotient complex as

q(X ) := X /L := {q(σ)|σ ∈ X}.

That X /L is a polyhedral complex follows immediately from the previous lemma. The
map σ 7→ q(σ) establishes a bijection between the cells of X and X /L which preserves the
lattice of faces by (a)-(d).

If X is a tropical polyhedral complex, we define weights ωX /L(q(σ)) = ωX (σ) on X /L for
maximal cones σ ∈ X . By (a) images of maximal cones are maximal cones as well, which is
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why the above definition of weights makes sense. These weights turn X /L into a tropical
polyhedral complex by part (e) of the lemma. For a tropical variety [X ]with lineality space
L, we choose a polyhedral structureX that is compatible withL and define [X ] /L := [X /L]
as the tropical quotient variety. The tropical quotient variety is independent of the choice of
polyhedral structures on X which are compatible with L. A less general quotient working
only for closed tropical varieties was previously described in [FR10], Section 5.

We conclude this section with a few definitions that will be useful for our gluing construc-
tion in Section 1.5 and for the local study of tropical varieties. Furthermore we want to
define smooth tropical varieties, as they are the class of varieties for which we attempt to
construct moduli spaces of stable maps.

Construction 1.1.12 (Restriction of tropical varieties). LetX be a tropical variety and Y ⊂ Z
polyhedral sets such that Y is open in Z and | X | ⊂ Z . We choose a polyhedral structure
on X and polyhedral complexes Y and Z such that Y = | Y |poly, Z = | Z |poly, Y ≤ Z and
X ≤ Z . This can be achieved by suitably refining all of them. For a cell σ ∈ X we have that
σ∩Y is open in σ and also a union of relative interiors of cells in X , so if σ∩Y 6= ∅wemust
have that σ ∩ Y is just σ without some of its proper faces, in particular σ◦ ⊂ σ ∩ Y . Now
we can define a weighted polyhedral complex

X ∩Y := {σ ∩ Y |σ ∈ X}

with weights ωX ∩Y (σ ∩ Y ) := ωX (σ) for maximal cells σ ∈ X with σ ∩ Y 6= ∅. X ∩Y is

clearly balanced, as for some τ ∈ X (1) with τ ∩ Y 6= ∅ we have σ ∩ Y 6= ∅ for all σ ∈ X (0)

with σ ≥ τ and hence σ◦ ⊂ Y . We call the tropical variety defined by X ∩Y the restriction
of X to Y . This can be seen to be independent of the choice of polyhedral structures. If we
have a tropical variety Y such that | Y | ⊂ Z is open, we define X ∩Y := X ∩ |Y |.

The reason why we have Z in the definition, even though the restriction does not really
depend on it, is that we need to say σ ∩ Y ⊂ σ is open, so it is convenient to have a
topological space Z containing | X | and Y such that Y ⊂ Z is open in it. Typical examples
are Z = V and Y an open polyhedron and Z = | X | and Y ⊂ |X | an open polyhedral
subset.

Construction 1.1.13 (Preimage variety). Let f be a quotient morphism from V = Λ⊗Z R to
V ′ = Λ′⊗Z R and let Z ⊂ V ′ be a tropical variety. Fix a polyhedral structure on Z and con-
sider the preimage complex f−1 Z = {f−1σ |σ ∈ Z}, whose cells are in an obvious inclu-
sion preserving bijectionwith those ofZ. Hencewe can defineweights on themaximal cells
as ωf−1 Z(f

−1σ) := ωZ(σ). As in the proof of Lemma 1.1.10 part (e) we can use the surjec-
tivity of f onto V ′ and f |Λ onto Λ′ to show f(Λf−1σ) = Λσ. Using the homomorphism the-
orem this shows that if f−1σ > f−1τ is a facet, then Λf−1σ/Λf−1τ

∼= Λσ/Λτ and uf−1σ/f−1τ

corresponds to uσ/τ via this isomorphism. This proves that the above weights make f−1Z
a balanced polyhedral complex, representing the preimage variety. Obviously this does not
depend on the choice of polyhedral structure. Note that f−1Z has lineality space L = ker f
and we have (f−1 Z)/L ∼= Z . Let X ⊂ V be a tropical variety with lineality space L,
| Z | ⊂ f | X | and denote g := f || X |. It follows that g−1| Z | = f−1| Z | ∩ | X | ⊂ f−1| Z | is
open. Hence we can define g−1Z := f−1 Z ∩ g−1| Z |.

Definition 1.1.14 (Neighbourhood). Let X be a tropical variety, fix a polyhedral structure
on it and let σ ∈ X be a cell. We call an affine tropical fan F a neighbourhood of σ◦ in X if the
following holds:

(1) σ◦ ⊂ |F | ⊂ |X |
(2) for every maximal τ ∈ X with τ ≥ σ we have τ◦ ∩ |F | 6= ∅
(3) for maximal cones τ1 ∈ X and τ2 ∈ F (in any polyhedral structure on F ) we have

ωX (τ1) = ωF(τ2) whenever τ◦1 ∩ τ◦2 6= ∅.
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Recall that by our definition of a fan (Definition 1.1.3), it can be bounded as in the picture
below. For example, the restriction X ∩X (σ) is always a neighbourhood of σ in X . In the
following picture F is a neighbourhood of the relative interior of the red cell σ in the grey
tropical variety.

σ

F F ′

The blue fanF is a neighbourhood while the green one F ′ is not, as it violates condition (2)
of the definition.

Definition 1.1.15 (Smooth tropical varieties). We call a tropical variety X ⊂ V smooth if for
every P ∈ |X | there are open polyhedral sets U ⊂ |X | and V ⊂ |LnP

kP
× RmP | with P ∈ U

and 0 ∈ V such that X ∩U is isomorphic to (LnP

kP
× RmP ) ∩ V . Recall the meaning of "∩"

from Construction 1.1.12.

Note that this is much more restrictive than other definitions of smoothness in tropical
intersection theory. For example in [FR10] a variety is called smooth if it locally looks like
a matroid variety (cf. Section 1.4). As tropicalisations of linear subvarieties of a torus are
always matroid varieties, this is the same as to say X is locally tropical linear. Note that
a closed smooth tropical variety has a unique coarsest polyhedral structure, cf. the next
lemma. The picture below shows two smooth varieties.

The following lemma was proven in cooperation with Simon Hampe.

Lemma 1.1.16. A closed smooth tropical variety has a unique coarsest polyhedral structure.

PROOF. Let X ⊂ V = Λ ⊗Z R be a tropical polyhedral complex, such that [X ] is a
smooth tropical variety. We want to find the coarsest polyhedral structure by removing all

superfluous subdivisions. For the moment we want to denote a cell τ ∈ X (1) two-valent,

if it is a face of exactly two maximal cells of X . We want to call two cells σ, σ′ ∈ X (0)
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equivalent, if there exist cells σ0, ..., σr ∈ X (0) and two-valent cells τ1, ..., τr ∈ X (1) such
that σ0 = σ, σr = σ′ and σi ≥ τi+1 ≤ σi+1 for i = 0, ...., r − 1. We then write σ ∼ σ′.
Note that ωX (σ) = ωX (σ′) holds for σ ∼ σ′ by the balancing condition. Fix a maximal cell

σ ∈ X (0) and let Sσ := {σ′ ∈ X (0) |σ′ ∼ σ} and Sσ := | Sσ |poly. We want to show that Sσ

is a polyhedron, i.e. it is convex, and that arbitrary Sσ and Sσ̃ intersect in a common face.
Once we proved this, it is then clear that the set of all Sσ together with all of their faces
forms a tropical polyhedral complex X ′ with weights ωX ′(Sσ) := ωX (σ). Furthermore, it

is obvious from the construction that {Sσ |σ ∈ X (0)} is invariant under refinements of X .
Choosing a common refinement of two different polyhedral structures on [X ], we conclude
that (X ′, ωX ′) only depends on [X ], which proves uniqueness. As the cells of X ′ are unions
of cells of X , X is a refinement of X ′. As this is true for every polyhedral structure of [X ],
X ′ must be the coarsest one.

Assume that Sσ is not convex. Then there are two points x, y ∈ Sσ such that the straight
line segment [x, y] between them is not contained in Sσ. Let γ : [0, 1] −→ Sσ be a piecewise
affine linear, continuous path from x to y. Let s = sup{t ∈ [0, 1] | [γ(t), y] 6⊂ Sσ} and let
ε > 0 such that γ|[s−ε,s] is affine linear. The points y, γ(s− ε) and γ(s) span a plane triangle
T as in the following picture.

γ(s− ε)

γ(s) y

Sσ ∩ T

Then Sσ ∩ T is not convex, as by definition of swe have [γ(s− ε), γ(s)]∪ [γ(s), y] ⊂ Sσ ∩ T ,
but [γ(s− ε), y] 6⊂ Sσ . As Sσ ∩ T is a closed plane polyhedral set, the following statement
follows easily: There is a point z ∈ Sσ ∩ T such that for every open cube Q ⊂ V which
is centred at z the set Sσ ∩ Q is not convex. By choosing Q sufficiently small, we can
assume that X ∩Q = {σ′ ∩ Q |σ′ ∈ X} is an affine fan and that there is an isomorphism

f : X ∩Q
∼
−→ (Ln

k × Rm) ∩ U with f(z) = 0 for a suitable open polyhedron U , as [X ] is
smooth. Since f is an isomorphism, two-valent cells of f(X ∩Q) and X ∩Q correspond
to each other. Therefore f(Sσ ∩Q) is a union of equivalence classes with respect to ∼.
For Ln

k × Rm the existence of a coarsest polyhedral structure is obvious. As U is convex,
this coarsest structure carries over to (Ln

k × Rm) ∩ U . So we conclude that the support
of f(Sσ ∩Q) must be a union of maximal cells of (Ln

k × Rm) ∩ U . By construction and
balancing, Sσ is contained in an affine linear subspace of V of dimension dimSσ = dimX =
k +m. Hence the same is true for f(Sσ ∩ Q) and we conclude that this must be a single
maximal cell, thus convex. But as f is an isomorphism, also Sσ ∩Qmust be convex which
is a contradiction. Therefore Sσ must be convex.

Let Sσ∩Sσ̃ = F1. By what we already proved, this is a polyhedron. Hence there is an inclu-
sion minimal face F of Sσ that contains F1. Assume that F1 is not a face of Sσ . If dimF1 =
dimF , there are points x ∈ F ◦ \ F1 and y ∈ F ◦

1 . Let s = sup{t ∈ [0, 1] | (1− t)x + ty /∈ F1}
and let z = (1 − s)x + sy. Furthermore let Q be, as above, a sufficiently small open cube

which is centred at z, such that X ∩Q is an affine fan and f : X ∩Q
∼
−→ (Ln

k × Rm) ∩ U ,
with f(z) = 0 for a suitable open polyhedron U . We conclude that f(Sσ∩ Q) and f(Sσ̃∩ Q)
are maximal cells of (Ln

k × Rm) ∩ U . Now f([x, y] ∩ Q) is a line segment through 0 which
is contained in the maximal cell f(Sσ ∩ Q), therefore it is contained a lineality space of
(Ln

k × Rm) ∩ U . Hence it must also be contained in f(Sσ̃ ∩ Q) and thus [x, y] ∩ Q ⊂ F1,
which is a contradiction. Now we consider dimF1 < dimF . As F is inclusion minimal,
F1 is not contained in a proper face of F . Hence there are λ ∈ Λ∨ and x, y ∈ F such that
λ|F1 = 0, λ(x) > 0 and λ(y) < 0. If we define z as before, the same arguments will lead to
a contradiction. So we conclude that F = F1 is a face of Sσ . By symmetry, this must then
also be a face of Sσ̃. �
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Remark 1.1.17. Note that a smooth tropical variety that is not closed does not need to admit
a unique coarsest polyhedral structure. For example consider the following picture of the
support of a partially open tropical variety, where we suppose that the gray set is open in
the plane.

It is smooth, as it is locally isomorphic to R2, but since it is not convex, it has to be subdi-
vided to equip it with a polyhedral structure. However, such a subdivision is not unique.

1.2. Introduction to tropical moduli spaces

In this section we want to review the construction of the well known tropical moduli spaces
M0,n of n-marked abstract tropical curves and M0(R

m,∆) of tropical stable maps of de-
gree ∆, cf. [GKM09]. This is necessary, as we intend to construct the space M0(X ,∆) of
curves in X as a tropical subvariety of M0(R

m,∆). Additionally we want to construct
similar spaces with the new additional feature of a set I of bounded leaves for the abstract
curves, I M0,n and I M0(R

m,∆), which we will use to glue tropical curves from local
pieces in Section 1.5.

We will begin with a definition of a graph which is very useful to describe dual graphs
of marked stable curves, as it comes from a paper of K. Behrend and Y. Manin on moduli
spaces of stable maps, [BM96]. We adapt the definitions of metric graphs and tropical
curves to this graph definition, as tropical curves are (almost) dual graphs of stable maps
in a natural way (cf. Theorem 2.2.18).

Definition 1.2.1 (Graphs). A graph is a tupleG = (V, F, j, ∂) such that V is a finite set whose
elements are called vertices, F is a finite set whose elements are called flags, ∂ : F −→ V is
a map and j : F −→ F an involution. This definition is from [BM96]. We will usually use
the notation VG := V , FG := F , ∂G := ∂ and jG := j. The set of edges of G will be denoted
EG := {{f1, f2} ⊂ FG | jG(f1) = f2 6= f1}. For a vertex v ∈ VG we call val(v) := |∂−1

G (v)|
the valence of v. If the graph G is clear from the context we will usually use the notation
F v := ∂−1

G (v). We say that vertices v and w are adjacent if there is an edge {f, f ′} ∈ EG with
∂G(f) = v and ∂G(f ′) = w. We say that v ∈ VG and f ∈ FG are incident to each other if
∂G(f) = v, similarly v ∈ VG and e = {f, f ′} ∈ EG are incident if ∂G(f) = v. We call a flag f
leaf if jG(f) = f or ∂−1

G (∂G(f)) = {f}. Let LG ⊂ FG denote the set of leaves.

A connected component of G is given by a graph H where VH is a subset of VG, which is
maximal with the property that for any two v, w ∈ VH there exist edges {f1, f ′

1}, ... {fr, f
′
r}

of G with ∂G(f1) = v, ∂G(f ′
r) = w and ∂G(f ′

i) = ∂G(fi+1) for i = 1, ..., r − 1. Furthermore
H shall satisfy FH = ∂−1

G (VH), jH = jG|FH
and ∂H = ∂G|FH

. The genus of a graph is the
number |EG| − |VG| + c, where c is the number of its connected components. A graph is
called tree if is connected (i.e. it has only one connected component) and of genus zero. If
G is of genus zero, we will usually also write an edge {f1, f2} as {∂G(f1), ∂G(f2)}.

We call a bijection lG : LG −→ K a K-labelling of G and the pair (G, lG) a K-labelled
graph. An isomorphism of K-labelled graphs (G1, lG1), (G2, lG2) is a pair (φV , φF ) such that
φV : VG1 −→ VG2 and φF : FG1 −→ FG2 are bijections satisfying ∂G2 ◦ φF = φV ◦ ∂G1 and
φF ◦ jG1 = jG2 ◦ φF and lG1(x) = lG2(φF (x)) for all leaves x ∈ LG1 .

We will usually omit the labelling in the notation and just write G for a labelled graph
(G, lG), if it the labelling is clear from the context.

Definition 1.2.2 (Metric graphs). A metric graph is a tuple Γ = (G, (If )f∈FG
) where G is a

graph and the If = [0, lf ) ⊂ R are intervals such that lf = ∞ if f is a leaf with jG(f) = f
and lf ∈ (0,∞) else. Furthermore we require If1 = If2 if {f1, f2} ∈ EG. We say a leaf is
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FIGURE 1. In the picture a flag f is represented by the half open interval
If associated to it, with a fat point as boundary. The graph has vertices u, v
and w and flags x1, x2, x3, x4, f1, f2 and f3, where the xi are the leaves of
which only x1 is bounded. ∂G(Γ) maps a flag to the vertex next to the fat
point on it and jG(Γ) maps a flag to the flag lying parallel next to it. Hence
the graph has the two edges {x1, f1} and {f2, f3}.

bounded if it is an edge and unbounded else. We call G(Γ) := G the underlying graph of Γ.
Define an equivalence relation on

∐
f∈FG

If as P ∼ Q if and only if one of the following
conditions holds

• P ∈ I◦f1 and Q ∈ I◦f2 for some edge {f1, f2} ∈ EG and P = lf1 −Q ∈ If1
• P ∈ ∂If1 and Q ∈ ∂If2 for flags f1 and f2 with ∂G(f1) = ∂G(f2).

We then define the support of Γ as the metric topological space |Γ| = (
∐

f∈FG
If )/ ∼ and

we denote the natural map qΓ :
∐

f∈FG
If −→ |Γ|. See Figure 1 for an example of how this

works. A metric graph Γ is called connected if |Γ| is, which is the case if and only if the un-
derlying graph is connected. We define its genus to be the first Betti number dimH1(|Γ|,Z),
which equals the genus of the underlying graph. When we talk about a vertex of Γ we
mean a vertex v ∈ VG or the associated point qΓ(∂If ) ∈ |Γ| for some f ∈ FG with ∂G(f) = v,
which we will also denote v by abuse of notation. Similarly a flag of Γ denotes a flag f ∈ FG

and its image qΓ(I◦f ) in |Γ| alike. Furthermore an edge of Γ denotes an edge e = {f1, f2} of

the underlying graph and its image qΓ(I◦f1 ) = qΓ(I
◦
f2
) in |Γ|. The length of e is the length of

the edge in the metric of |Γ|, i.e. lf1 . An unbounded edge of Γ denotes an unbounded leaf f
and also its image qΓ(I◦f ) in |Γ|.

Note that by our definition edges and flags are open in |Γ|. The reason for this will be
explained in Definition 1.5.1.

Definition 1.2.3 (Abstract tropical curves). AK-marked abstract tropical curve is a connected
metric graph Γ together with a K-labelling lG(Γ) of its underlying graph G(Γ). For such an
object we will usually write the set of leaves as LG(Γ) = {xi | i ∈ K}, where lG(Γ)(xi) = i.
We then write (Γ, (xi)i∈K) for the K-marked abstract tropical curve. We say the curve is
n-marked if K = [n] := {1, ..., n}, which is often the case.

Let (Γ, (xi)i∈K) and (Γ′, (x′i)i∈K) be two K-marked abstract tropical curves such that Γ =
(G, (If )f∈FG

) and Γ′ = (G′, (If ′ )f ′∈FG′ ). An isomorphism between these two K-marked
abstract tropical curves is an isometric isomorphism φ : |Γ| −→ |Γ′| such that for each leaf
xi there exists an open interval Ji ⊂ Ixi

with (φ ◦ qΓ)(Ji) ⊂ qΓ′(Ix′
i
). Here qΓ and qΓ′ are as

in the previous definition.

This definition of abstract tropical curves slightly differs from the one in [GKM09]. This is
because we will also need curves with only two leaves and the information of an underly-
ing graph will be useful when we cut and glue tropical curves in Section 1.5. Furthermore
we can easily compare the underlying graph of a tropical curve to the dual graphs of stable
curves in Chapter 2.
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Definition 1.2.4 (The tropical moduli space I M0,n). Let I ⊂ K and |K| + |I| ≥ 3. Let

I M0,K denote the set of all isomorphism classes of K-marked abstract tropical curves of
genus zero, where a leaf is bounded if and only if its label is in I . If I = ∅ we denote
the space just M0,K and if I = K we denote it by M′

0,K . We usually consider n-marked
abstract tropical curves, i.e.K = [n], in which case we replaceK by n in the notation. When
we write (Γ, (xi)i∈K) ∈ I M0,K we always mean the isomorphism class of (Γ, (xi)i∈K).

Note that a K-marked abstract tropical curve of genus zero has no non-trivial automor-
phisms if |K|+ |I| ≥ 3. The condition |K|+ |I| ≥ 3 also implies |K| ≥ 2.

Definition 1.2.5 (Combinatorial types). A combinatorial type of K-marked abstract tropical
curves is an isomorphism class α of connected K-labelled graphs such that if |K| ≥ 3 the
elements of α have no two-valent vertices and if |K| = 2 the elements of α have exactly one
two-valent vertex.

Now we want to assign combinatorial types to tropical curves. We assign the same combi-
natorial type toK-marked abstract tropical curves which are isomorphic. EveryK-marked
abstract tropical curve (Γ, (xi)i∈K) is isomorphic to a tropical curve (Γ0, (x′i)i∈K) such that
the number of two-valent vertices of the underlying graph G(Γ0) is minimal. For |K| ≥ 3
this means thatG(Γ0) has no two-valent vertex. For |K| = 2 there is exactly one two-valent
vertex, which is necessary to separate the two leaves. We define the combinatorial type of
(Γ0, (x′i)i∈K) to be the isomorphism class of the K-labelled graph G(Γ0).

Before we endow I M0,K with the structure of an abstract tropical variety, we want to
define three important maps which will then turn out to be tropical morphisms.

Definition 1.2.6 (Forgetful map). Let I ⊂ K ′ ⊂ K with |K ′|+ |I| ≥ 3 and let (Γ, (xi)i∈K) ∈

I M0,K be of combinatorial type α, such that Γ = (G, (If )f∈FG
) and G ∈ α. Let H denote

the graph that is obtained from G by deleting the flags {xi | i ∈ K \K ′} and restricting the

maps ∂G and jG. Define the metric graph Γ̃ := (H, (If )f∈FH
) and the forgetful map

f̃tK′ : I M0,K −→ I M0,K′ , f̃tK′(Γ, (xi)i∈K) := (Γ̃, (xi)i∈K′).

This is a tropical morphism as we will see in Construction 1.2.9. For example f̃t{1,3,4} of the
abstract tropical curve in Figure 1 yields the following picture:
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f2
v

f3
w

x3

x4
Γ̃ |Γ̃|

Definition 1.2.7 (Forgetting the length of a bounded leaf). Let J ⊂ I ⊂ K with |K|+|J | ≥ 3.
Let (Γ, (xi)i∈K) ∈ I M0,K be of combinatorial type α, such that Γ = (G, (If )f∈FG

) and
G ∈ α. We define a graphH = (VH , FH , jH , ∂H) where

VH := VG \ ∂G({xi | i ∈ I \ J}) and FH := FG \ jG ({xi | i ∈ I \ J}) ,

∂H(xi) := ∂G(jG(xi)) for i ∈ I\J and ∂H(f) := ∂G(f) for all other flags in FH . Furthermore
jH(xi) := xi for i ∈ I \ J and jH(f) := jG(f) for all other flags f in FH . We define intervals
Jf := [0,∞) for f ∈ {xi | i ∈ I \ J} and Jf := If for FH \ {xi | i ∈ I \ J} . Note that G and

H have the same leaves, so we can keep theK-labelling. Let Γ̃ := (H, (Jf )f∈FH
) and define

q̃JI : I M0,K −→ J M0,K , q̃
J
I (Γ, (xi)i∈K) := (Γ̃, (xi)i∈K).

This is a quotient morphism, as we will see in Construction 1.2.9. If J = ∅ we abbreviate

the map by q̃∅I =: q̃I . If we take for example q̃{1} of the abstract tropical curve in Figure 1
we obtain the following picture:
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Definition 1.2.8 (The distance map). Let (|K|, |I|) 6= (2, 1) and i, j ∈ K . Let (Γ, (xi)i∈K) ∈

I M0,K such that G(Γ) is in a combinatorial type of K-marked abstract tropical curves.

We define d̃ij(Γ, (xi)i∈K) as the distance between the vertices ∂G(Γ)(xi) and ∂G(Γ)(xj)mea-
sured in |Γ|. If (|K|, |I|) = (2, 1), this map would still depend on the representative of the

element in I M0,K . We therefore define d̃ij = 0 for K = {i, j} in this case, which is the
suitable choice to obtain an embedding in the next construction.

The picture below shows all cases for |K| = 2 with underlying graph in a combinatorial
type. In the first picture we see that ∂G(Γ)(x2) can move and hence change the distance.

(|K|, |I|) = (2, 1)
∂G(Γ)(x1)

x1

∂G(Γ)(x2)

↔ x2

(|K|, |I|) = (2, 2)
∂G(Γ)(x1)

x1

∂G(Γ)(x2)

x2

(|K|, |I|) = (2, 0)
x1

∂G(Γ)(x2)

∂G(Γ)(x1) x2

The map d̃ij will turn out to be a tropical morphism if i, j ∈ I , cf. Construction 1.2.9.

Construction 1.2.9 (Tropical structure of M0,n). Assume |K| + |I| ≥ 3, let
(
K
2

)
denote the

set of all two-element subsets of K and for i ∈ K let ui denote the image of the standard

basis vector ei ∈ RK under the linear embedding RK −→ R(K2 ), (ai)i 7−→ (ai+ aj){i,j}. Let

UK,I := 〈ui | i /∈ I〉 and consider the quotient q : R(K2 ) −→ R(K2 )/UK,I =: QK,I . Then

d̃K,I := q ◦




∏

{i,j}∈(K2 )

d̃ij


 : I M0,K −→ QK,I

embeds I M0,K as support of a partially open simplicial fan of pure dimension |K|−3+ |I|.
For |K| ≥ 3 this is a slight modification of Theorem 4.2 of [SS04]. The cases with |K| = 2
are easy to see. For simplicity we will also write ui for q(ui) in the following.

For 2 ≤ |J | ≤ |K| − 2 we define the vector vJ as follows: Let (ΓJ , (xi)i∈K) denote a K-
marked tropical curve where all bounded leaves are of length one and there is exactly one
additional edge, also of length one, such that all leaves xi with i ∈ J are on one side of
this edge and the rest lies on the other. Then vJ is the unique vector in QK,I such that

d̃K,I(ΓJ , (xi)i∈K) = vJ +
∑

i∈I ui. Note that in general vJ /∈ d̃K,I(IM0,K) and that vJ =
vK\J . The following picture shows an example of the curve represented by vJ+u1+u4+u5
in I M0,7 for I = {1, 4, 5} and J = {5, 6, 7}.
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We define the underlying lattice of QK,I as

ΛK,I := 〈ui, vJ | i ∈ I, J ⊂ K with 2 ≤ |J | ≤ |K| − 2〉Z .

In the special case I = ∅ we abbreviate ΛK := ΛK,I and QK := QK,I and for I = K we

write Λ′
K := ΛK,K and Q′

K := QK,K
∼= R(K2 ).

Each chain of subsets J = (J1 ( ... ( Jr ⊂ K) with 2 ≤ |J1| and |Jr| ≤ |K| − 2 defines a
cone

〈J 〉 :=





r∑

j=1

αjvJj
+
∑

i∈I

βiui |αj ∈ R≥0 and βi ∈ R>0





in QK,I . The following is also a slight modification of [SS04], Theorem 4.2 if |K| ≥ 3. For
|K| = 2 it will be easy to see. The collection of all such cones 〈J 〉 defines a polyhedral

complex FK,I with support d̃K,I(IM0,K). The interior 〈J 〉◦ corresponds to all K-marked
abstract tropical curves with bounded leaves I of a certain combinatorial type, i.e. I M0,n

has a stratification by combinatorial types. If we assign weight one to each maximal cone,
we obtain a tropical polyhedral complex and hence a tropical variety which we also want
to denote FK,I for the moment.

We want to equip I M0,K with the topology induced by the euclidean topology on QK,I

and the embedding d̃K,I . If U is the preimage under d̃K,I of the union of the relative
interiors of all maximal cones of FK,I and ω : U −→ Q is constant one,

(IM0,K , U, ω, d̃K,I , ΛK,I , FK,I)

is an abstract tropical variety.

Note that I = ∅ is the only case where I M0,K is a closed tropical variety and where the

vectors vJ are actually contained in d̃I,K(IM0,K). Also note that if |K| = n there is a natu-
ral bijection identifying I M0,K with I M0,n, which is an isomorphism of abstract tropical
varieties.

Let us explain shortly why the three maps from Definitions 1.2.6, 1.2.7 and 1.2.8 are mor-
phisms.

For J ⊂ I with |K| + |J | ≥ 3 the map q̃IJ : I M0,K −→ J M0,K is a morphism, because
the quotient map q̃ : QK,I −→ QK,J

∼= QK,I/〈ui | i ∈ I \ J〉R satisfies q̃(ΛK,I) = ΛK,J and

q̃JI = d̃
−1

K,J ◦ q̃ ◦ d̃K,I . By abuse of notation we will also denote q̃ by q̃JI .

Consider the forgetful map f̃tK′ : I M0,K −→ I M0,K′ for any I ⊂ K ′ ⊂ K with |K ′|+ |I| ≥

3. The projection pr : R(K2 ) −→ R(K
′

2 ) satisfies pr(UK,I) = UK′,I and hence it induces

a linear map p̃r : QK,I −→ QK′,I . One can check that p̃r(ΛK,I) ⊂ ΛK′,I and f̃tK′ =

d̃
−1

K′,I ◦ p̃r ◦ d̃K,I , cf. Proposition 3.12 in [GKM09]. Hence f̃tK′ is a morphism. By abuse of

notation we also denote p̃r by f̃tK′ .

For a pair i, j ∈ I consider the distance map d̃ij . The projection pr : R(K2 ) −→ R ∼= 〈e{i,j}〉R

satisfies pr(UK,I) = 0 and hence induces a linear map p̃r : QK,I −→ R. This map has the

properties p̃r(ΛK,I) ⊂ Z and d̃ij = p̃r ◦ d̃K,I . Hence d̃ij is a morphism.
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Remark 1.2.10. In the following we will usually identify I M0,K with its image under d̃K,I ,
i.e. the tropical variety FK,I in the notation from the previous construction.

Now we state a lemma which will play a key role in the later chapters.

Lemma 1.2.11. Let the notation be as in Construction 1.2.9. A vector x ∈ QK is zero if and only

if f̃tK′(x) = 0 for allK ′ ⊂ K with |K ′| = 4.

PROOF. As f̃tK′ is linear, one direction is obvious. We denote the standard basis vectors

of R(K2 ) by eij . Let x̃ ∈ R(K2 ) denote a vector satisfying q(x̃) = x. The assumption f̃tK′(x) =
0 means that for x̃ =

∑
ij λijeij and every K ′ ⊂ K with |K ′| = 4, it follows that there is a

vector µ ∈ RK′

such that λij = µi+µj for all i, j ∈ K ′ with i 6= j. Thus λik +λjl = λij +λkl
for arbitrary four different indices i, j, k, l. This means that the assignment

λi :=
1

2
(λij + λik − λjk) for any j, k 6= i

is well-defined because ifm is another index we have

1

2
(λij + λik − λjk) =

1

2
(λim + λik − λmk) +

1

2
(λij − λim + λmk − λjk)

=
1

2
(λim + λik − λmk).

We also have that λi + λj = λij , but this means just that x̃ ∈ UK,∅, so x = 0 in QK .
�

Definition 1.2.12 (Tropical stable maps). Let K be a finite set with |K| ≥ 2, let I ⊂ K and
∆ = (δi)i∈K ∈ (Zm)K . For a K-marked abstract tropical curve (Γ, (xi)i∈K) with bounded
leaves I we define |Γ|◦ as |Γ| without its one-valent vertices. A tuple (Γ, (xi)i∈K , h) is
called tropical stable map (of degree ∆) if (Γ, (xi)i∈K) is a K-marked abstract tropical curve
with bounded leaves I and h : |Γ|◦ −→ Rm is a continuous map. Furthermore, if Γ =
(G, (If )f∈FG

) and qΓ as in Definition 1.2.2, we require for flags f ∈ FG \ {xi | i ∈ I} that

h ◦ qΓ|If : If −→ Rm, t 7→ af + tv(f)

for an af ∈ Rm and v(f) ∈ Zm such that

(1) for i ∈ K we have v(xi) = δi if i /∈ I and v(jG(xi)) = δi if i ∈ I
(2) for all vertices w of Gwith val(w) > 1we have

∑
f∈Fw v(f) = 0.

It might seem unnatural to distinguish between i ∈ I and i ∈ K\I in that way, but note that
v(f) always points away from the boundary point of the flag and the leaves xi are "pointing
inwards" for i ∈ I and "outwards" otherwise, cf. to Figure 1. Note that it follows from the
above conditions that for all edges {f1, f2} of G we have v(f1) = −v(f2). For every flag f
we can write v(f) = mfuf , where uf is a primitive integral vector andmf ∈ Z≥0. We then
callmf the weight of the flag, respectively leaf if f is a leaf, or edge e if e = {f, f ′} for some
flag f ′.

For a vertex w of Gwith val(w) > 1we call the collection ∆w := (v(f))f∈Fw the local degree
of h at w.

Two tropical stable maps (Γ, (xi)i∈K , h) and (Γ′, (x′i)i∈K , h
′) are called isomorphic if there

is an isomorphism φ : (Γ, (xi)i∈K) −→ (Γ′, (x′i)i∈K) of K-marked abstract tropical curves
such that h = h′ ◦φ||Γ|◦ . The leaves xi for i ∈ K0 will be calledmarked points, as their images
under h are just points.
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The above picture shows an example of a tropical stable map of degree∆ = (e1, e0, e2, 0, 0).

Note that the above definition slightly differs from the definitions in [GKM09] or [Rau09],
because those δi which are zero do not belong to the degree ∆ there. For the purpose of
this thesis it will be more convenient to treat all leaves alike, as we will cut parameterised
tropical curves along bounded edges in Section 1.5. This introduces a lot more leaves and
it is easier to keep track of what is going on if we consider the marked points as part of the
degree.

Definition 1.2.13 (Abstract curves as abstract varieties). For an n-marked abstract tropical
curve (Γ, x1, ..., xn) of genus zero we can easily equip |Γ|◦ from the previous definition
with the structure of an abstract tropical variety. For this we define an injective tropical
stable map ι : |Γ|◦ →֒ Rn−1 of degree ∆′ := (e1, ..., en−1, e0), where e1, ..., en−1 denotes

the standard basis of Rn−1 and e0 := −
∑n−1

i=1 ei. Note that Γ and the degree ∆′ already
uniquely determine ι up to translations. The image ι(|Γ|◦) ⊂ Rn−1 is now the support of
a partially open tropical variety X , having weight 1 on every maximal cell. If we let U be
|Γ| without all of its vertices, and ω : U −→ Q constant one, we obtain an abstract tropical
variety

(|Γ|◦, U, ω, ι, Zn−1, X ).

We also want to denote this abstract tropical variety Γ in the following, if confusion with
the metric graph is unlikely. If we have another tropical stable map h : |Γ|◦ −→ Rm of
degree∆ = (δ1, ..., δn), then f := h ◦ ι−1 : X −→ Rm is an affine linear tropical morphism
whose linear part flin satisfies flin(ei) = δi for i = 1, ..., n − 1 and flin(e0) = δn. Hence
h : Γ −→ Rm is a morphism of tropical varieties.

Definition 1.2.14 (The tropical moduli space I M0(R
m,∆)). Let I M0(R

m,∆) denote the
set of all isomorphism classes of tropical stable maps into Rm of degree ∆, where the ab-
stract tropical curves areK-marked, of genus zero and with bounded leaves I ⊂ K . Again
we denote this space by M0(R

m,∆) if I = ∅ and by M′
0(R

m,∆) if I = K . When we write
(Γ, (xi)i∈K , h) ∈ I M0(R

m,∆) we always mean the isomorphism class of (Γ, (xi)i∈K , h).

As a next step we will first define a few maps which will then be used to define several
structures of a tropical topological space on I M0,n(R,∆). Then we will show that they are
all equivalent, hence they define the same abstract tropical variety.

Definition 1.2.15 (Barycentre). Let |K| − |I| 6= 2 and C = (Γ, (xi)i∈K , h) ∈ I M0(R
m,∆).

We define the barycentre of C to be

B(C) :=
1

|K| − |I| − 2

∑

v∈VG(Γ)

(val(v) − 2)h(v).

As two-valent vertices do not contribute to B, the definition is independent of the under-
lying graph of Γ. Additionally we want to define

bc(C) := (|K| − |I| − 2)B(C),

which we denote the barycentre morphism as this will turn out to be a morphism. This
morphism will be quite convenient to work with when gluing curves.
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Above we see an example for the barycentre, which might look a bit misplaced at a first
glance but the one-valent vertex incident to x3 contributes with mass −1 while all other
vertices contribute with mass 1.

Definition 1.2.16 (Evaluation). For C = (Γ, (xi)i∈K , h) ∈ I M0(R
m,∆) with metric graph

Γ = (G, (If )f∈FG
) we can define several evaluation maps, which are in fact tropical mor-

phisms as we will see in Construction 1.2.21. For qΓ as in Definition 1.2.2 and i ∈ K0∪ I we
define

evi(C) := lim
Ixi

∋t→0
h(qΓ(t))

which is a well-defined point in Rm, i.e. it does not depend on the underlying graph.
We need the limit here as h is by definition not defined at the one-valent vertices. If
i ∈ K \ (K0 ∪ I) let U ⊂ Rm be a subvector space with δi ∈ U and let qU : Rm −→ Rm/U
denote the quotient map. We define

evUi (C) := lim
Ixi

∋t→0
qU (h(qΓ(t)))

which also does not depend on the underlying graph. We take the quotient here, as there
is no canonical point on an unbounded leaf xi whose image under hwe could take, except
∂G(Γ)(xi), but this depends on the representative of an isomorphism class of tropical stable
maps and hence does not define a map on the moduli space.

Definition 1.2.17 (Forgetful maps). Let I ⊂ K such that |K| + |I| ≥ 3. Then we define
ft : I M0(R

m,∆) −→ I M0,K as ft(Γ, (xi)i∈K , h) := (Γ, (xi)i∈K). For I ⊂ K ′ ⊂ K with
|K ′|+ |I| ≥ 3we can furthermore define ftK′ : I M0(R

m,∆) −→ I M0,K′ as

ftK′ := f̃tK′ ◦ ft .

There are also maps forgetting marked points and keeping the map h and the remaining
part of the metric graph, but those will be unnecessary in this thesis and quite cumbersome
to write down with our definition, as they change∆.

Definition 1.2.18 (Forgetting the length of a bounded leaf). Let J ⊂ I ⊂ K and assume

that (q̃JI ◦ ft)(Γ, (xi)i∈K , h) = (Γ̃, (xi)i∈K). Then there is a natural isometric embedding

|Γ| →֒ |Γ̃| and a unique way to extend h from |Γ|◦ to h̃ on |Γ̃|◦ such that (Γ̃, (xi)i∈K , h̃) is a
tropical stable map. We then define

qJI : I M0(R
m,∆) −→ J M0(R

m,∆), (Γ, (xi)i∈K , h) 7→ (Γ̃, (xi)i∈K , h̃),

which will turn out to be a tropical quotient morphism in Lemma 1.2.22. As before, we

abbreviate qI := q∅I .

Definition 1.2.19 (The distance map). For any pair i, j ∈ K we have the distance map

dij : I M0(R
m,∆) −→ R defined as dij := d̃ij ◦ ft. This will turn out to be a morphism for

i, j ∈ I because ft and d̃ij are morphisms then.

Lemma 1.2.20. Let |K| − |I| − 2 6= 0, |K| ≥ 3 and δi ∈ ∆ with i ∈ I or δi = 0. Then there is a
linear map bi : QK,I −→ Rm such that bi ◦ dK,I = B − evi on I M0(R

m,∆).
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PROOF. Without loss of generality we can assumeK = [N ] and i = 1. Let∆ = (δi)i∈[N ]

and abbreviate b1 = b. Consider the following minimal linearly dependent set of generators
of QN,I :

(5) L = {vS |S ⊂ [N ] , |S| = 2 and 1 /∈ S} ∪ {ui | i ∈ I},

cf. [KM09], Section 2. We define b as

b(vS) =
1− |S ∩ I|

N − |I| − 2

∑

i∈S

δi for vS ∈ L, b(ui) = −
1

N − |I| − 2
δi for i ∈ I \ {1}

and b(u1) = −
N − |I| − 1

N − |I| − 2
δ1.

In order to prove that this really defines a linear map, we need to check that this is compat-
ible with the only relation

(6)
∑

vS∈L

vS = u1 + (N − 3)
∑

16=i∈I

ui

among the elements in L, cf. Lemma 2.4 in [KM09]. Recall that u1 = 0 if 1 /∈ I , but then
also δ1 = 0 by assumption. Let us first consider the case 1 /∈ I . We obtain

∑

vS∈L

b(vS)
def.
=

1

N − |I| − 2

∑

vS∈L

(1− |S ∩ I|)
∑

i∈S

δi
(a)
= −

|I| − 1

N − |I| − 2

∑

i∈I

δi +
∑

16=i/∈I

δi

(b)
= −

N − 3

N − |I| − 2

∑

i∈I

δi
def.
= (N − 3)

∑

16=i∈I

b(ui)

where equality (a) is obtained by an easy computation distinguishing between the three

possibilities 1 − |S ∩ I| ∈ {−1, 0, 1} and (b) is obtained by adding 0 = |I|−1
N−|I|−2

∑
i∈[N ] δi

and balancing. Similarly, in case 1 ∈ I we obtain

∑

vS∈L

b(vS) = −
|I| − 2

N − |I| − 2

∑

16=i∈I

δi +
N − |I| − 1

N − |I| − 2

∑

i/∈I

δi

(c)
= −

N − |I| − 1

N − |I| − 2
δ1 −

N − 3

N − |I| − 2

∑

16=i∈I

δi
def.
= b(u1) + (N − 3)

∑

16=i∈I

b(ui)

where we add −N−|I|−1
N−|I|−2

∑
i∈[N ] δi = 0 to obtain equality (c). So we see that the definition

of b is compatible with the relation (6) in each case. Therefore b can be extended from L
to QN,I as a linear map. We now want to compute its values on the other generators vJ
of I M0,N where without any restriction 1 /∈ J . By [KM09] Lemma 2.7, we have vJ =∑

vS∈L:S⊂J vS − (|J | − 2)
∑

i∈I∩J ui and therefore

b(vJ) =
∑

vS∈L:S⊂J

b(vS)− (|J | − 2)
∑

i∈I∩J

b(ui)

=
1

N − |I| − 2


−(|I ∩ J | − 1)

∑

i∈I∩J

δi + (|J \ I| − 1)
∑

i∈J\I

δi + (|J | − 2)
∑

i∈I∩J

δi




=
|J \ I| − 1

N − |I| − 2

∑

i∈J

δi.

We will prove the rest of the claim by induction on the number of non-two-valent vertices.
Let C = (Γ, x1, ..., xN , h) ∈ I M0,n(R

m,∆) such that G(Γ) has no two-valent vertices and
only one vertex of valency bigger than one, i.e. |G(Γ)| = 1+ |I|. Then d[N ],I(C) =

∑
i∈I λiui

for some λi > 0. We have to distinguish between 1 /∈ I and 1 ∈ I again. Both situations are
depicted below, where the coordinates of the images of the vertices are indicated in blue
and the relevant masses in red.
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−1

λiδi

λjδj

0

−1

x1

0
x1

λiδi − λ1δ1−1

N − 2−λ1δ1

In case 1 /∈ I we easily see that (B − ev1)(C) = − 1
N−|I|−2

∑
i∈I λiδi = b(

∑
i∈I λiui),

and a short computation shows (B − ev1)(C) = −λ1
N−|I|−1
N−|I|−2δ1 − 1

N−|I|−2

∑
16=i∈I λiδi =

b(
∑

i∈I λiui) in case 1 ∈ I .

So now let C = (Γ, x1, ..., xN , h) be a stable map such that G(Γ) has no two-valent vertices
and |G(Γ)| = k + |I|, where k > 1. Let v denote a vertex of G(Γ) with val(v) ≥ 3, which is
neither incident to x1 nor to jG(Γ)(x1), and such that there is exactly one edge e = {v, v′} in
G(Γ) with val(v′) > 1. We now want to shrink the edge e to a point. Let λ be the length of
e and let J be the set of leaves xi with either ∂G(Γ)(xi) = v or ∂G(Γ)(jG(Γ)(xi)) = v. If we
abbreviate d[N ],I(C) =: vC , there is a representative of an isomorphism class of stable maps

C′ = (Γ′, x′1, ..., x
′
N , h

′) ∈ I M0(R
m,∆) with d[N ],I(C

′) = vC − λvJ =: vC′ . We assume that

G(Γ′) has no two-valent vertices. By the choice of v we have ev1(C) = ev1(C
′) and by the

choice of λwe have |G(Γ′)| = k−1+|I|. By induction we can assume (B−ev1)(C
′) = b(vC′).

We will abbreviate the mass ωu = val(u)− 2 for all vertices.

C

e
h(v)

ωv

h(u)
h(v′)

ωv′

x1

0

C′

h(u)

h(w)

ωv + ωv′

x1

0

There is natural map f from the vertices of G(Γ) to the vertices of G(Γ′) such that f is
injective away from {v, v′} and f({v, v′}) = {w} for some vertexw ofG(Γ′). This is because
C′ is obtained from C by shrinking the edge e to length zero. Let T be the set of all vertices of
G(Γ) which are neither v nor adjacent to v. Then h′(f(u)) = h(u) for all u ∈ T , as ev1(C) =
ev1(C

′). Shrinking the length of e to zero, the only vertices of the curve that move are v and
∂G(Γ)(xi) for i ∈ I ∩ J . To be precise, we have h(∂G(Γ)(xi)) = h′(∂G(Γ′)(x

′
i)) + λ

∑
j∈J δj for

i ∈ I ∩ J . So we obtain

(N − |I| − 2)(B − ev1)(C) = ωv(h(v)− ev1(C)) + ωv′(h(v′)− ev1(C))

−
∑

j∈I∩J

h(∂G(Γ)(xj))− ev1(C)) +
∑

u∈T

ωu(h(u)− ev1(C))

and (N − |I| − 2)(B − ev1)(C
′) = ωw(h

′(w) − ev1(C
′))−

∑

j∈I∩J

(h′(∂G0(Γ′)(x
′
j))− ev1(C

′))

+
∑

u∈T

ωu(h
′(f(u))− ev1(C

′))
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where we multiplied by the total mass to make the formulas look a little nicer. Using the
above formulas and also taking into account that ωw = ωv + ωv′ , h′(w) = h(v′), h(v) =
h(v′) + λ

∑
i∈J δi and ωv − |J ∩ I| = |J \ I| − 1we can see that

(B − ev1)(C)− (B − ev1)(C
′) = λ

|J \ I| − 1

N − |I| − 2

∑

i∈J

δi = b(λvJ ).

Thus it follows that (B−ev1)(C) = (b◦d[N ],I)(C). This proves the induction step and hence
the claim. �

Construction 1.2.21 (Tropical structure of I M0(R
m,∆)). We will now define several em-

beddings of I M0(R
m,∆) into QK,I × Rm for |K|+ |I| ≥ 3. We define

dK,I : I M0(R
m,∆) −→ QK,I

as dK,I := d̃K,I ◦ ft. Let K0 = {i ∈ K | 0 = δi ∈ ∆}. Let k, l ∈ K such that δk, δl ∈ ∆
are linearly independent. Furthermore, let U andW be two subvector spaces defined over
Z with Rm = U ⊕ W such that δk ∈ U and δl ∈ W . We obtain natural isomorphisms

ψW : Rm/W
∼
−→ U and ψU : Rm/U

∼
−→W .

Similar to [GKM09], Proposition 4.7 we obtain that each

(1) Φ∆,I
B := dK,I ×B if |K| − |I| − 2 6= 0, where B is as in Definition 1.2.15

(2) Φ∆,I
i := dK,I × evi if i ∈ K0 ∪ I

(3) Φ∆,I
kl := dK,I ×(ψU ◦ evUk +ψW ◦ evW

l ) if k, l ∈ K \ (K0 ∪ I) as above

defines an embedding I M0(R
m,∆) →֒ QK,I ×Rm with image |I M0,K | ×Rm. The idea is

that the abstract tropical curve (i.e. the image of dK,I ) and the degree ∆ already uniquely
determine the map into Rm up to translations. The second factor then fixes the translation.

Now we define a lattice inside QK,I × Rm. For this let Λ∆,I ⊂ I M0(R
m,∆) be the subset

of all (Γ, (xi)i∈K , h)with h(v) ∈ Zm for all vertices v of G(Γ) with val(v) 6= 2 and such that
every pair of non-two-valent vertices of G(Γ) has integral distance in |Γ|. Then we define

(1) Λ∆,I
B :=

〈
Φ∆,I

B (Λ∆,I)
〉

Z
if |K| − |I| − 2 6= 0

(2) Λ∆,I
i :=

〈
Φ∆,I

i (Λ∆,I)
〉

Z
if i ∈ K0 ∪ I

(3) Λ∆,I
kl :=

〈
Φ∆,I

kl (Λ∆,I)
〉

Z
if k, l ∈ K \ (K0 ∪ I) as above.

In the following let ⋆ ∈ {B, i, kl}. In each of the above cases I M0,K ×Rm is a tropical

variety in QK,I × Rm with respect to the lattice Λ∆,I
⋆

, since (QK,I × 0) ∩ Λ∆,I
⋆

= ΛK,I × 0.
As in Construction 1.2.9 we can now define tropical topological spaces

(IM0(R
m,∆), U⋆, ω⋆, Φ

∆,I
⋆

, Λ∆,I
⋆

, I M0,K ×Rm),

where the topology on I M0(R
m,∆) is the one induced by Φ∆,I

⋆
from the euclidean topol-

ogy on QK,I × Rm . The open set U⋆ is the preimage of the union of the relative interiors
of the maximal cones of some polyhedral structure on I M0,K ×Rm and ω⋆ : U⋆ −→ Q is
constant one. It can be shown that whenever we can define two of the these structures for
fixed values ofK, I and∆, they are equivalent and therefore define the same abstract tropi-
cal variety. We will only prove the equivalence between⋆ = i and⋆ = B. For |K| ≥ 3 and
i ∈ K0 ∪ I Lemma 1.2.20 provides a linear map bi : QK,I −→ Rm with bi ◦ dK,I = B − evi
on I M0(R

m,∆). We obtain an equivalence

(7) F i
B := idQK,I

×(bi + idRm) : QK,I × Rm −→ QK,I × Rm,

i.e. Φ∆,I
B = F i

B ◦ Φ∆,I
i , which by definition also respects the lattices. It is an isomorphism

because we can easily define an inverse with −bi instead of bi. In the case |K| = 2 the

relation between evi and B is easy to see. A proof of the equivalence of Φ∆,I
i and Φ∆,I

j for
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i, j ∈ K0 ∪ I can be found in [GKM09], Remark 4.11. The equivalence of Φ∆,I
B or Φ∆,I

i with

Φ∆,I
kl works by considering the proofs for the above cases modulo U andW .

Nowwe come to the case∆ = (δ1, δ2) and I = ∅. Clearly 〈δ1〉R = 〈δ2〉R =: U andwe can see
that evU

1 = evU
2 : M0(R

m,∆) −→ Rm/U is a bijection. Rm/U is a tropical variety equipped
with lattice Zm/U and as above this information turnsM0(R

m,∆) into an abstract tropical
variety.

The combinatorial type of a stable map of degree ∆ will be defined in Definition 1.5.1. In
case of stable maps into Rm this will be just the combinatorial type of the abstract tropical
curve plus some (in this case) redundant data. Therefore also I M0(R

m,∆) has a stratifi-
cation by combinatorial types, which is just the stratification of I M0,K times Rm. In the
symbol I M0(R

m,∆) we do not see the set which labels the abstract curves, as this is hid-
den in ∆ = (δi)i∈K ∈ (Zm)K . For a bijection f : K −→ [N ] there is a ∆′ = (δ′j)1≤j≤N ∈

(Zm)N with δi = δ′f(i) for all i ∈ K and a natural isomorphism between I M0(R
m,∆) and

f(I)M0(R
m,∆′). Thus we will not distinguish between these spaces.

After we equipped I M0(R
m,∆)with the structure of an abstract tropical variety, we want

to see why the maps from the previous definitions are morphisms.

For i ∈ K0 ∪ I consider evi : I M0(R
m,∆) −→ Rm. Using the tropical structure given by

Φ∆,I
i it becomes just a projection onto the factor Rm and it respects the lattices as Λ∆,I is

chosen exactly in the way to make this work. Hence evi is a morphism. In the same way

evUi : I M0(R
m,∆) −→ Rm/U for δi ∈ U ⊂ Rm is a morphism, if we use Φ∆,I

kl instead.

For |K| − |I| − 2 6= 0 the map bc : I M0(R
m,∆) −→ Rm from Definition 1.2.15 is actually a

morphism. This can be seen using the tropical structure Φ∆,I
B . We need to multiply by the

total mass of the curves in order to make this compatible with the lattices.

Consider ft : I M0(R
m,∆) −→ I M0,K from Definition 1.2.17 which forgets about the

map. If we use any tropical structure Φ∆,I
⋆

this map just becomes a projection onto I M0,K

which is compatible with the lattices. Hence ft is a morphism. This also makes ftK′ a
morphism for each I ⊂ K ′ ⊂ K with |K ′| + |I| ≥ 3, because it is the composition of two
morphisms.

As it is a little more cumbersome to write down why qJI from Definition 1.2.18 is a quotient
morphism, we want to state this as a separate lemma.

Lemma 1.2.22. For J ⊂ I the map qJI : I M0(R
m,∆) −→ J M0(R

m,∆) is a quotient
morphism, i.e. there is a linear surjection q : QK,I × Rm −→ QK,J × Rm such that qJI =

(Φ∆,J
⋆

)−1 ◦ q ◦ Φ∆,I
�

and q(Λ∆,I
�

) = Λ∆,J
⋆

for suitable tropical structures.

PROOF. First assume J 6= ∅ and let q :=
(
q̃JI ◦ prQN,I

)
×prRm . This is a linear surjection

satisfying qJI = (Φ∆,I
i )−1 ◦ q ◦ Φ∆,I

i . If J = ∅ and |K| − |I| 6= 2, we define

q :=
(
q̃JI ◦ prQN,I

)
×

1

|K| − 2


(|K| − |I| − 2) prRm ◦


id+

∑

j∈I

(F j
B)

−1






where F j
B is the linear map from (7). Also in this case we obtain a linear surjection. We have

prRm ◦Φ∆,I
B = B and prRm ◦ (F j

B)
−1 ◦ Φ∆,I

B = evj and as h(∂G(xj)) for j ∈ I contributes
withmass−1 toB(C), we see that the expression in the second factor of q gives usB(qJI (C)).

So we obtain qJI = (Φ∆,I
B )−1 ◦ q ◦ Φ∆,I

B . This implies the claim about the lattices using the
observation qJI (Λ

∆,I) = Λ∆,J .

If |K| − |I| = 2 and J = ∅, but |K| ≥ 4 we have |I| ≥ 2 so we can choose any ∅ 6= I ′ ( I

and we have that qI = qI′ ◦ qI
′

I has all the claimed properties as a composition. For |K| ≤ 3
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there remains only one special case with J = ∅, namely |K| = 3 and |I| = 1 which is easy
to describe explicitly. �

Remark 1.2.23. In the following chapters we will usually identify I M0(R
m,∆) with its

image under Φ∆,I
⋆ . This way we obtain an isomorphism I M0(R

m,∆) ∼= I M0,K ×Rm. We
will say that we have barycentric coordinates if ⋆ = B, we have root vertex xi if ⋆ = i and
we have root leaves xk and xl if⋆ = kl.

We adopted the term "root vertex" from [GKM09]. As in that paper we do of course not
mean that xi is the vertex, wemean the position of the image of the vertex which is incident
to the leaf xi.

1.3. A brief review of tropical intersection theory

For convenience of the reader we will shortly recall a few definitions of the basic notions
from tropical intersection theory as it is presented in [AR10], [Rau09], [Fra12] and [FR10].

Definition 1.3.1 (Tropical cycle groups andWeil divisors). If X is a tropical variety in some
vector space V , we denote by Zk(X ) the group whose elements are tropical subvarieties
Z of X with only integer weights and dimZ = k. Furthermore, let [∅] ∈ Zk(X ) which
will become the zero cycle. We define the sum of [Z1] and [Z2] in Zk(X ) as follows, cf.
Construction 5.14 of [AR10]. There is a pure polyhedral complex Z of dimension k and
weight functions ω1, ω2 : Z(k) −→ Z such that [(Z, ω1)] = [Z1] and [(Z, ω2)] = [Z2]. We
then define [Z1] + [Z2] := [(Z, ω1 + ω2)]. It is easy to see that this defines an abelian group
structure on Zk(X ). The elements of ZdimX −1(X ) are calledWeil divisors on X . If we allow
arbitrary k-dimensional subvarieties of X we denote the resulting group by Zk(X )Q .

Definition 1.3.2 (Rational functions and their Weil divisors). If X ⊂ V = Λ ⊗Z R is a
tropical variety, a rational function on X is a continuous piecewise affine linear function
ϕ : | X | −→ R, i.e. there is a polyhedral structure on X such that ϕ is integer affine linear
on cells. This means for each cell σ there is some ϕσ ∈ Λ∨

σ and a constant cσ ∈ R such
that ϕ|σ = ϕσ|σ + cσ . We call ϕ a fan function if the polyhedral complex consisting of the
domains of affine linearity of ϕ, is an affine fan. We can associate aWeil divisor ϕ.X to every
rational function ϕ as follows: Choose a polyhedral structure such that ϕ is affine linear on
the cells of X and define

(8)

ϕ.X = {τ | τ /∈ X (0)} and for τ ∈ X (1) :

ωϕ.X (τ) =
∑

σ∈X(0)

τ<σ

ϕσ(ωX (σ)vσ/τ )− ϕτ



∑

σ∈X(0)

τ<σ

ωX (σ)vσ/τ




where vσ/τ is an arbitrary preimage of the primitive integral vector uσ/τ in Λ. Sometimes
theWeil divisor is also denoted by div(ϕ). The pull back of a rational function ϕ on a tropical
variety along an affine integer linear morphism f : X −→ Y is given by f∗ϕ := ϕ◦f , which
is clearly a rational function on the tropical variety X .

A function ψ : | X | −→ R which is the pointwise product of rational functions ϕ1, ..., ϕr

on X is a cocycle (of codimension r). We refer to [Fra12], Section 2.3 for a definition of
cocycles. If ψ = ϕ1 · · ·ϕr is a codimension r cocycle, there is an intersection product
ψ.X := ϕ1. · · · .ϕr.X which is a codimension r cycle in X . Obviously, cocycles can be
pulled back along morphisms. If f : X −→ Y is a morphism, we define f∗ψ := ψ ◦ f which
is again a cocycle.

Definition 1.3.3 (Cartier divisors). A representative of a Cartier divisor on a tropical variety
X is a finite collection of pairs (Ui, ϕi)i∈I , where each Ui ⊂ |X | is an open polyhedral set,
such that (Ui)i∈I covers | X | and ϕi is a rational function on X ∩Ui such that ϕi − ϕj is
the restriction of an affine linear function on each connected component of Ui ∩ Uj . Let
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(Vj , ψj)j∈J be another representative of a Cartier divisor. Then (Ui, ϕi)i∈I and (Vj , ψj)j∈J

are called equivalent if ϕi − ψj is the restriction of an affine integer linear function on each
connected component of Ui ∩ Vj . A Cartier divisor is an equivalence class of representatives
of Cartier divisors. For a Cartier divisor D with representative (Ui, ϕi)i∈I we obtain a Weil
divisor D.X as the Weil divisors ϕi.(X ∩Ui) agree on Ui ∩ Uj , because ϕi − ϕj is affine
integer linear there. Hence the ϕi.(X ∩Ui) fit together to a Weil divisor D.X on X , which
is independent of the choice of representative by the same reasons. The pull back f∗D
of a Cartier divisor D along a morphism f can be constructed by locally pulling back the
rational functions defining it.

The properties of cycles, rational functions, Cartier divisors and pull back which have been
established in [AR10] also hold for partially open tropical varieties. The proofs are exactly
the same.

Definition 1.3.4 (Push forward). If we have a morphism between closed tropical varieties
f : X −→ Y we can define a push forward. For this we choose a suitable polyhedral struc-
ture on both varieties such that for each σ ∈ X we have f(σ) ∈ Y , cf. Construction 7.3 of
[AR10]. Such polyhedral structures are called compatible with f . Then we want to equip the
polyhedral subcomplex

f∗ X := {f(σ) |σ ∈ X is contained in a maximal cell on which f is injective}

of Y with the weight function

ωf∗ X (σ′) =
∑

σ∈X ; f(σ)=σ′

ωX (σ)|Λ′
σ′ : flin(Λσ)|

where flin denotes the linear part of f .

If X is partially open and f is injective, the above definition also yields a well-defined, i.e.
balanced, push forward f∗ X . Note that f∗ X does not have to be a subvariety of Y , e.g. this
is not the case if we embed a bounded open interval into R.

This construction might cause problems for partially open tropical varieties if we do not
require f to be injective. For example, let e1, e2 denote the standard basis of R2 and consider
X = Re1 ∪ (e2 + R>0e1) ⊂ R2 with weight one on every cell, Y = R and f as projection
onto Re1 ∼= R. One can see that for any choice of tropical structure on X there is always
one partially open cell σ ∈ X , namely the one with (0, 1) ∈ σ. Hence also f(σ) is partially
open, but all cells of every polyhedral structure on R have to be closed. Thus there cannot
be polyhedral structures which are compatible with f .

Properties of the push forward which have been proved in [AR10] can be proved the same
way for partially open tropical varieties and injective morphisms.

Definition 1.3.5 (Canonical divisor). For a closed tropical hypersurface X ⊂ Rm with inte-
ger weights we want to define a canonical divisor in the following two cases.

(1) dimX = m − 1, i.e. X is a hypersurface. It is known, e.g. from Theorem 2.25 of
[Fra11], that there is a unique Cartier divisor D with D.Rm = X . If we denote the
embedding ι := id || X | : X −→ Rm, then we define KX := ι∗D.

(2) dimX = 1, i.e. X is a curve, and let X be smooth and irreducible. Choose any
polyhedral structure on X and equip X (0) with weights

ω(V ) := |{σ ∈ X (1) |V ∈ σ}| − 2.

This defines a unique Weil divisor Z on X and as X is smooth, there is a unique
Cartier divisor KX such thatKX .X = Z by Corollary 3.8 of [Fra11].

In both cases, we callKX the canonical divisor of X .
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In the following wewill make use of the concept of rational equivalence of tropical divisors
and cycles. We refer to [AR08] for details and just note that the degree of rationally equiv-
alent zero dimensional cycles is the same. Furthermore every tropical cycle Z is rationally
equivalent to a fan δ(Z), the recession fan of Z which is defined in [AR08], Definition 8. The
recession fan is more or less what we obtain if we shrink all bounded cells of Z to a point
and translate this to the origin.

Remark 1.3.6. Let X ⊂ Rm be as in the previous definition. For a curve (Γ, x1, ..., xN , h) ∈
M0(R

m,∆) with h(|Γ|) ⊂ |X | we can consider the pull back h∗KX and the degree of
h∗KX .Γ, which turns out to depend only on∆ and X :

(1) Let dimX = m−1. Then deg h∗KX .Γ = degKX .h∗Γ by the projection formula. As
X is a hypersurface, it is cut out by a Cartier divisorD. It follows from |h∗Γ| ⊂ | X |
that KX .h∗Γ = D.h∗Γ = h∗Γ ·Rm X , where ·Rm denotes the intersection product
in Rm defined in [AR10], Section 9. In order to compute the degree we can use ra-
tional equivalence and recession fans as defined in [AR08]. Theorem 12 of [AR08]
yields

deg h∗KX .Γ = deg δ(h∗Γ ·Rm X ) = deg [δ(h∗Γ) ·Rm δ(X )] = deg [∆ ·Rm δ(X )]

where ∆ means the canonical tropical fan cycle defined by the tuple ∆. In partic-
ular, the degree deg h∗KX .Γ does not depend on our choice of the curve, only on
the degree∆ and on X .

(2) Let dimX = 1 and let X be smooth and irreducible. As X is smooth, every Weil
divisor is the intersection of a Cartier divisor with the curve. For the Weil divisor
of a point P ∈ |X | we will denote such a Cartier divisor also by P . As X is
irreducible, we have h∗Γ = m [X ] for some integerm. For every point P ∈ |X |we
obtainm = deg h∗P.Γ by the projection formula, in particular this is independent
of the point P . We have that KX .X is rationally equivalent to (degKX .X )P for
every point P , as on a rational curve any two points are rationally equivalent. If
we choose a point P far out on an unbounded cell σ of X where h is locally a
cover of σ by leaves of Γ, we see that m = deg h∗P.Γ only depends on ∆ and X ,
therefore also deg h∗KX .Γ = m degKX .X only depends on∆ and X .

In the two cases above we define the number deg h∗KX .Γ =: KX .∆.

Definition 1.3.7. For a tropical curve C and a Cartier divisor D on C we have D. C =∑
P mPP ∈ Z0(C) and we we call (D. C)P := mP the local intersection multiplicity at

P . In the special case where X is as in (1) or (2) of the previous remark, we abbreviate
(h∗KX .Γ)P =: (KX .∆)P for P ∈ |Γ|.

In the following let Σ be a complete unimodular fan in Rm.

Definition 1.3.8 (Minkowski weights). We want to define the group of Minkowski weights
on Σ as

(9) Mk(Σ) := {(aτ )τ ∈ ZΣ(k) | (aτ )τ turns
⋃

n≤k

Σ(n) into a tropical polyhedral complex}

which is obviously a group with respect to coordinatewise addition. These groups have
been introduced in [FS97] by Fulton and Sturmfels in order to study the Chow cohomology
of the toric varietyX(Σ), which is the reasonwhywe consider this here (cf. the introduction
into toric geometry in Section 2.1).

Definition 1.3.9. For each ray ρ ∈ Σ(1) let uρ denote the primitive integral vector on it.
Then we can define a rational function Ψρ on Rm by Ψρ(uρ) = 1 and Ψρ(uρ′) = 0 for
ρ 6= ρ′ ∈ Σ(1) and extending this linearly onto the cones of Σ. For a cone τ ∈ Σ we define
the cocycle Ψτ =

∏
ρ∈τ(1)Ψρ. See also Notation 2.7 in [Fra11].
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Now we want to assign a Minkowski weight on Σ to every element in Zk(R
m). For each

tropical curve C ∈ Z1(R
m) we have that deg(Ψρ. C) = deg(Ψρ.∆), where C is rationally

equivalent to the fan ∆ = δ(C) in Rm. Let δ1, ..., δs denote the primitive integral vectors
of the rays of ∆ multiplied by the weight of the ray. If δj ∈ σj for some σj ∈ Σ, there are
unique non-negative integers αj

ρ with δj =
∑

ρ∈σj(1)
αj
ρuρ since Σ is unimodular. We then

define αj
ρ = 0 for ρ /∈ σj(1). Using (8) it can be seen that deg(Ψρ.∆) =

∑
j α

j
ρ =: dρ. As

∆ is balanced, so is the 1-skeleton of Σ with the collection of weights (dρ)ρ. Hence we can
associate to every tropical curve C ∈ Z1(R

m) a Minkowski weight via

(10) C 7→ [C]M(Σ)
:= (deg(Ψρ. C))ρ ∈M1(Σ).

In this tropical picture the divisorsΨρ play the role of the toric boundary divisorsDρ. In the
sameway, we can associate to every k-dimensional tropical cycleZ ∈ Zk(R

m) aMinkowski
weight by

Z 7→ [Z]M(Σ) := (deg (Ψτ .Z))τ ∈Mk(Σ).

We will not prove that this actually is a Minkowski weight, as we will not need this. The
idea of a proof is the following: For a common unimodular refinement of Σ and the reces-
sion fan δ(Z), the statement reduces to toric intersection theory.

We conclude this review of tropical intersection theory with technical lemmas concerning
quotient varieties, push forward and pull back. These will be very useful later on.

Lemma 1.3.10. Let X ⊂ V be a tropical variety with lineality space L and let q : V −→ V/L de-
note the quotient map. Then for any rational function ϕ on X /Lwe have (q∗ϕ.X )/L = ϕ.(X /L).

PROOF. This is obvious from the definitions. �

Lemma 1.3.11. Let X be a tropical variety with lineality space L and let Y be a tropical variety
with lineality space L2. Let L1 ⊂ L be a rational subvector space and assume that we have injective
morphisms f and g

X
q1
−→ X /L1

f
−→ Y

q2
−→ Y /L2

g
−→ Z,

for a tropical variety Z . Assume furthermore that also f∗ [X /L1] has lineality space L2, dimL =
dimL1 + dimL2 and that there is an injective morphism F with

X
Q
−→ X /L

F
−→ Z

and F ◦Q = g ◦ q2 ◦ f ◦ q1. Then we have

g∗ [f∗ [X /L1] /L2] = F∗ [X /L] .

PROOF. Assume that the polyhedral structures of all cycles are sufficiently fine to be
compatible with all of the morphisms and the lineality spaces. Both cycles have the same
dimension dimX − dimL = dimX − dimL1 −dimL2, so we have to show that the weights
on the maximal cells coincide. One can easily check that the linear parts of the morphisms
also satisfy Flin ◦Q = glin ◦ q2 ◦flin ◦ q1. If σ is a cell of FQ(X ) = gq2fq1(X ) of full dimension
and ρ ∈ X such that ρ̃ = Q(ρ), ρ̄ = q1(ρ) and f(ρ̄) = τ , τ̄ = q2(τ) and g(τ̄ ) = σ, we obtain

ωF∗(X /L)(σ) = ωX /L(ρ̃) |Λ
Z
σ : Flin(Λ

X /L
ρ̃ )|

(a)
= ωX (ρ) |ΛZ

σ : FlinQ(ΛX
ρ )|

(b)
= ωX /L1

(ρ̄) |ΛY
τ : flinq1(Λ

X
ρ )| |ΛZ

σ : glinq2(Λ
Y
τ )|

(c)
= ωX /L1

(ρ̄) |ΛY
τ : flin(Λ

X /L1

ρ̄ )| |ΛZ
σ : glinq2(Λ

Y
τ )|

= ωf∗(X /L1)(τ) |Λ
Z
σ : glinq2(Λ

Y
τ )| = ωf∗(X /L1)/L2

(τ̄ ) |ΛZ
σ : glin(Λ

Y /L2

τ̄ )|

= ωg∗(f∗(X /L1)/L2)(σ).

Here the upper indices at the lattices shall indicate to which tropical variety they belong.
Equality (a) is just the definition of the quotient lattice and the quotient variety. The same
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holds for equality (c). For equality (b) we need to take care of the lattice indices. We have
ΛZ
σ ⊃ glinq2(Λ

Y
τ ) ⊃ FlinQ(ΛX

ρ ) and therefore

|ΛZ
σ : FlinQ(ΛX

ρ )| = |ΛZ
σ : glinq2(Λ

Y
τ )| |glinq2(Λ

Y
τ ) : FlinQ(ΛX

ρ )|.

Wewant to see that glinq2(Λ
Y
τ )/FlinQ(ΛX

ρ )
∼= ΛY

τ /flinq1(Λ
X
ρ ), for which we have to show that

(glin ◦ q2)
−1(FlinQ(ΛX

ρ )) = flinq1(Λ
X
ρ ). But this is clear as glinq2flinq1(Λ

X
ρ ) = FlinQ(ΛX

ρ ), glin
is injective and q2 is surjective. So the claim about the isomorphism is proven and gives us
equality (b). �

1.4. Pulling back the diagonal of Lq
r

In Section 1.5 we will need to pull back the diagonal of smooth tropical fans in order to
glue tropical moduli spaces. So for every smooth tropical fan Y and tropical morphism
f : X −→Y ×Y we want to define a cycle f∗∆Y in X such that |f∗∆Y | ⊂ f−1|∆Y |. This
is quite technical and will be the content of this section. Even though for smooth Y the
diagonal is a product of Cartier divisors, tropical intersection theory unfortunately does
not provide a well-defined pull back for this yet, as the pull back could depend on the
choice of Cartier divisors which cut out ∆Y . The pull back cycle f∗∆Y is known to be
independent of the choice of Cartier divisors which cut out ∆Y if dimY = 1 or if Y = Rm.

Definition 1.4.1 (Diagonal). For every tropical variety Y , the diagonal ∆Y is defined as
∆Y := ι∗ Y , where ι : Y −→ Y ×Y is given by x 7→ (x, x).

First we briefly review some facts about matroids and matroid fans, the basic reference for
what we will do now is [FR10]. For the precise definitions of matroids and rank functions
we refer to [Oxl92]. Let us just note that a matroid M is a structure on a finite ground set
E, which is uniquely determined by a function rM : 2E −→ Z≥0 having certain properties,
cf. [Oxl92] Section 1.3. Here 2E denotes the power set of E. The function rM is called rank
function of M . A flat of M is a subset F ⊂ E such that rM (F ) < rM (F ∪ {x}) for every
x ∈ E \ F . Given two matroids M and M ′ on ground sets E and E′, we can define a
matroid M ⊕M ′ on the disjoint union E ⊔ E′. In terms of rank functions it is defined as
rM⊕M ′ (A ⊔ B) := rM (A) + rM ′ (B) for A ⊂ E and B ⊂ E′. Note that the flats ofM ⊕M ′

are exactly the disjoint unions of flats ofM andM ′.

Let now M be a loopfree matroid on the ground set E, i.e. rM ({x}) = 1 for every x ∈ E.
To every flat F of M we associate a vector eF ∈ RE with eF =

∑
i∈F ei, where the ei are

the standard basis vectors. To every chain of flats ∅ ( F1 ( · · · ( Fs = E we assign a cone,
spanned by eF1 , ..., eFs

and −eFs
. Let B(M) denote the collection of all these cones, where

the maximal ones are equipped with weight one. This is a tropical polyhedral complex
called the fine subdivision of the matroid variety B(M), which is the tropical variety defined
by B(M). We have dimB(M) = rM (E), which is called the rank ofM . By definition, B(M)
has lineality space ReE . Furthermore, note that B(M)× B(M ′) = B(M ⊕M ′).

Of special interest to us is the uniform matroidUq+1,r+1 on a ground setE of cardinality q+1
with rank function r(A) = |A| if |A| ≤ r + 1 and r(A) = r + 1 else. We are interested in this
matroid because B(Ur+1,q+1) ∼= Lq

r × R.

In Section 4 of [FR10] it is explained how to cut out the diagonal∆B(M) in B(M)×B(M) by
a product of rational functions: If r is the rank ofM , we obtain the diagonal as intersection
product∆B(M) = ϕ1. · · · .ϕr.B(M)2 with

(11) ϕi(eA, eB) =

{
−1 if rM (A) + rM (B)− rM (A ∪B) ≥ i
0 else

for flats A,B of M . The functions ϕi are linear on the cones of B(M ⊕ M). Note that
recursively intersecting with the ϕi yields a matroid fan in each intermediate step, hence a
locally irreducible tropical variety. This will be important in the construction.
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The following construction was suggested to me by Georges François.

Construction 1.4.2 (Pulling back the diagonal). Let f : X −→Y ×Y be a morphism to an
affine smooth tropical fan Y .

Let first Y be closed. Then there is an isomorphism θ : Y ×R
∼
−→ B(Q)× Rm , where Q =

Ur+1,q+1 and θmaps the central cell of the coarsest polyhedral structure of Y onto Rm. The
additional factor R is introduced to deal with the lineality space of B(Q). Consider the
following commutative diagram

X ×R2 (Y ×R)× (Y ×R)

B(Q)2 × (Rm)2

f × id

f1 × f2
θ × θ∼=

and let ψ1, ..., ψm cut out the diagonal in (Rm)2. Furthermore denote the projections by
π1 : B(Q)2 × (Rm)2 −→ B(Q)2 and π2 : B(Q)2 × (Rm)2 −→ (Rm)2 . We define a cocycle

ΦY := π∗
1ϕ1 · · ·π

∗
1ϕr+1π

∗
2ψ1 · · ·π

∗
2ψm,

where the ϕi are the functions from (11). One can see that the cycle (f1 × f2)
∗ΦY .(X ×R2)

has the lineality space L = 0×∆R. So we can mod out L and then project onto X by p. We
then define

f∗∆Y := f∗∆Y .X := p∗
[
((f1 × f2)

∗ΦY .(X ×R2))/L
]
.

Note that this definition is independent of the choice of the functions ψi by Theorem 2.25
of [Fra11] and of the choice of θ (cf. the next lemma) but it might depend on the choice of
the rational functions ϕi.

IfY is any smooth affine tropical fan (not necessarily closed), it is isomorphic to a restriction
of Lq

r × Rm to an open polyhedral subset U of its support which intersects 0 × Rm. In this
case we restrict ΦY from above to U and then proceed the same way. By the next lemma
this is invariant under translations by vectors in 0× Rm.

The reason for choosing these functions and this somewhat unnatural construction is, that
we want to ensure |f∗∆Y .X | ⊂ f−1|∆Y | which is not a priori clear if we choose arbitrary
functions cutting out the diagonal. But this is true for the pull back of a rational function
from a locally irreducible variety as in our case. This can be found in [Fra12], Lemma 3.8.13.

Note that once it is known that cycles on a matroid fan admit a well-defined pull back, our
definition will coincide with this.

Lemma 1.4.3. The cycle f∗∆Y .X is independent of the choice of isomorphismY ×R ∼= B(Q)×Rm

as long as it maps the central cell of the coarsest polyhedral structure of Y onto Rm.

PROOF. Let the notation be as in Construction 1.4.2. If we choose another such isomor-
phism θ′ which maps the central cell of the coarsest polyhedral structure of Y onto Rm, this
induces an automorphism ϑ = ϑ1×ϑ2 of B(Q)×Rm. By the conditions on θ and θ′ we have

ϑ(0 × Rm) = 0 × Rm, so ϑ2|0×Rm induces an automorphism ϑ̃2 of Rm and ϑ1|0×Rm = 0.
The automorphism ϑ is affine linear, hence ϑ − ϑ(0, 0) is linear. But as ϑ(0, 0) ∈ 0 × Rm,
we conclude that ϑ1 is already linear, and as ϑ1|0×Rm = 0 we obtain that ϑ1|B(Q)×0 induces

a linear automorphism ϑ̃1 on B(Q). One can check that the only possibility for this is that
ϑ(ej , 0) = (eτ(j), 0) for some permutation τ of the ground set E of Q, so we conclude that

(ϑ̃1 × ϑ̃1)
∗ϕi = ϕi. On the second factor also the (ϑ̃2 × ϑ̃2)

∗ψi cut out ∆Rm and as already
mentioned the pull back from Rm is independent of the choice of functions. Hence we
conclude that also θ′ leads to the same cycle f∗∆Y .X . �
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Lemma 1.4.4 (Lineality space). Let f : X −→Y ×Y be a morphism and Y an affine smooth
tropical fan. Let σ be a central cell of Y , such that a lineality space L of X gets mapped into it, i.e.
f(L) ⊂ ∆σ ⊂ σ × σ (where f also denotes the extension of f to an affine integer linear map on the
ambient vector spaces). Then L is a lineality space of f∗∆Y .X .

PROOF. Let the notation be as in Construction 1.4.2 and assume without loss of gener-
ality that Y ∼= Lq

r × Rm is closed. Let LQ denote the maximal lineality space of the matroid
variety B(Q), then θ(σ × R) ⊂ LQ × Rm. So for an affine linear extension of f1 × f2 to the
ambient vector spaces, we have

(f1 × f2)(L ×∆R) ⊂ ∆LQ
×∆Rm .

We are free to choose functions ψi cutting out the diagonal on Rm, so we take for example
ψi = min(xi− yi, 0)where x and y are the coordinates in the two copies of Rm. These func-
tions are fan functions, such that ∆Rm is contained in the central cell of the fan consisting
of the domains of affine linearity of ψi. Therefore (f1 × f2)

∗π∗
2ψi is a fan function, such that

L×∆R is contained in the central cell of the fan consisting of the domains of affine linear-
ity. Similar arguments apply to the functions ϕi from (11), which are also fan functions, and
∆LQ

= R(eE , eE). Therefore (f1 × f2)
∗ΦY .(X ×R2) has L × ∆R as a lineality space. The

quotient by 0×∆R and push forward along pmake this become a lineality space L. �

In the following four proofs we will for simplicity assume that for a smooth affine tropical
fan Y we have Y ×R = B(Q)× Rm, where Q = Uq+1,r+1. Replacing ΦY by (θ × θ)∗ΦY and
restricting to an open polyhedral subset of the support will then always yield the general
case.

Lemma 1.4.5 (Projection formula). LetY be a smooth affine tropical fan, g : Z −→ X an injective
morphism and f : X −→Y ×Y a morphism. Then

g∗ [(f ◦ g)∗∆Y .Z] = f∗∆Y .g∗(Z).

PROOF. Denote the ambient vector space ofZ by V1 and ofX by V2. LetLi = 0×∆R ⊂
Vi × R2 for i = 1, 2 and ΦY be as in Construction 1.4.2. We denote the quotient maps
qi : Vi × R2 −→ (Vi × R2)/Li and the projections by pi : (Vi × R2)/Li −→ Vi for i = 1, 2.
The morphism g×id : Z ×R2 −→ X ×R2 obviously factors as q2◦(g×id) = g̃◦q1. Applying
Lemma 1.3.11 to the morphisms g̃ ◦ q1 = id ◦ q2 ◦ (g × id) ◦ id we obtain

g̃∗
[[
((f ◦ g)× id)∗ΦY .(Z ×R2)

]
/L1

]

=
[
(g × id)∗((f ◦ g)× id)∗ΦY .(Z ×R2)

]
/L2

(a)
=
[
(f × id)∗ΦY .(g∗(Z)× R2)

]
/L2

where (a) holds by the projection formula for cocycles, cf. [Fra11], Proposition 2.24 (3).
Furthermore we have g ◦ p1 = p2 ◦ g̃ and by definition

g∗ [(f ◦ g)∗∆Y .Z]

= g∗
[
(p1)∗

[[
((f ◦ g)× id)∗ΦY .(Z ×R2)

]
/L1

]]

= (g ◦ p1)∗
[[
((f ◦ g)× id)∗ΦY · (Z ×R2)

]
/L1

]

= (p2 ◦ g̃)∗
[[
((f ◦ g)× id)∗ΦY .(Z ×R2)

]
/L1

]

= (p2)∗
[
g̃∗
[
((f ◦ g)× id)∗ΦY .(Z ×R2)/L1

]]

= (p2)∗
[
((f × id)∗ΦY .(g∗(Z)× R2))/L2

]

def.
= f∗∆Y .g∗(Z).

�
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Lemma 1.4.6 (Commutativity). If Y and Z are smooth affine tropical fans and f :X −→Y ×Y
and g : X −→Z ×Z are morphisms, then

f∗∆Y . [g
∗∆Z .X ] = g∗∆Z . [f

∗∆Y .X ] .

PROOF. Let ΦY and ΦZ be as in Construction 1.4.2, let Vf = R2 = Vg and denote the
projection prf : X ×Vg × Vf −→ X ×Vf . Furthermore let idf denote the identity on Vf and
let ∆f denote the diagonal inside Vf . Similarly, we define prg , idg and ∆g . Then

C := pr∗f (f × idf )
∗ΦY . [X ×Vf × Vg] = [(f × idf )

∗ΦY . [X ×Vf ]]× Vg

by Proposition 2.24 (4) of [Fra11].

If we denote Lf := 0×∆f × 0, there is a canonical isomorphism

ψ : (X ×Vf × Vg)/Lf −→ (X ×Vf )/(0×∆f )× Vg.

Using this isomorphism we obtain that

ψ∗(C /Lf) = [((f × idf )
∗ΦY . [X ×Vf ])/(0×∆f )]× Vg.

If we denote by pf : (X ×Vf )/(0 × ∆f ) −→ X the projection, then push forward under
pf × idg yields (f∗∆Y .X )× Vg by definition. Hence

(pf × idg)∗ψ∗ (C /Lf) = (f∗∆Y .X )× Vg.

Nowwe intersect both sideswith (g×idg)
∗ΦZ and apply the projection formula for cocycles

twice on the left hand side, once for ψ and once for pf × idg . For this we abbreviate Ψ :=
ψ∗(pf × idg)

∗(g × idg)
∗ΦZ and we obtain

(pf × idg)∗ψ∗ [Ψ. (C /Lf)] = (g × idg)
∗ΦZ . [(f

∗∆Y .X )× Vg] .

If we denote the quotient map qLf
: X ×Vf × Vg −→ (X ×Vf × Vg)/Lf , we obtain prg =

(pf × idg) ◦ ψ ◦ qLf
. Using this and Lemma 1.3.10, we obtain

(12) (pf × idg)∗ψ∗

[
(pr∗g(g × idg)

∗ΦZ . C)/Lf

]
= (g × idg)

∗ΦZ . [(f
∗∆Y .X )× Vg ] .

We want to abbreviate C′ := pr∗g(g × idg)
∗ΦZ . C and let

qg : (g × idg)
∗ΦZ . [(f

∗∆Y .X )× Vg] −→ [(g × idg)
∗ΦZ . [(f

∗∆Y .X )× Vg]] /(0×∆g)

and Q : C′ −→ C′ /(0×∆f ×∆g) denote the quotient maps. Furthermore, let

pg : (X ×Vg)/(0×∆g) −→ X and P : (X ×Vf × Vg)/(0×∆f ×∆g) −→ X

be the obvious projection maps. Applying Lemma 1.3.11 to the cycle C′ and the morphisms
P ◦Q = pg ◦ qg ◦ ((pf × idg) ◦ ψ) ◦ qLf

together with equation (12) yields

P∗

[(
pr∗g(g × idg)

∗ΦZ . pr
∗
f (f × idf )

∗ΦY . [X ×Vf × Vg]
)
/(0×∆f ×∆g)

]

= g∗∆Z . [f
∗∆Y .X ] .

On the left hand side the product of cocycles commutes. Then repeating all the above
computations with f and g swapped shows that the expression on the left hand side also
equals f∗∆Y . [g

∗∆Z .X ]. �

Lemma 1.4.7 (Quotients). Let X be a tropical variety with a lineality space L, Y a smooth affine
tropical fan and f : X /L−→Y ×Y be a morphism. Then

q [(f ◦ q)∗∆Y .X ] = f∗∆Y . [X /L] ,

where q : X −→ X /L denotes the quotient map.
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PROOF. Let ΦY be as in Construction 1.4.2. Let qL : X ×R2 −→ (X ×R2)/(0 × ∆R)
and qL : X /L × R2 −→ (X /L × R2)/(0 × ∆R) denote the quotient maps and denote the
projections by p : (X ×R2)/(0×∆R) −→ X and p : (X /L× R2)/(0×∆R) −→ X /L. If we
abbreviateQ = qL ◦ (q × id), we obtain

q [(f ◦ q)∗∆Y .X ]

def.
= q

[
p∗
(
qL
(
((f ◦ q)× id)∗ΦY .(X ×R2)

))]

(a)
= p∗

[
Q
[
((f ◦ q)× id)∗ΦY .(X ×R2)

]]

= p∗
[
qL
[
(q × id)

[
((f ◦ q)× id)∗ΦY .(X ×R2)

]]]

(b)
= p∗

[
qL
[
(f × id)∗ΦY .(X /L× R2)

]]

def.
= f∗∆Y . [X /L] .

Equality (a) is an application of Lemma 1.3.11 to idX /L ◦ q ◦ p ◦ qL = p ◦Q and equality (b)
is an application of Lemma 1.3.10 to q × id. �

Lemma 1.4.8. Let X and Y be tropical varieties, let pr : X ×Y −→ X denote the projection and
let f : X −→ Z ×Z be a morphism, where Z is a smooth affine tropical fan. Then

(f ◦ pr)∗∆Z .(X ×Y) = (f∗∆Z .X )× Y .

PROOF. Let ΦZ be as in Construction 1.4.2. Let q1 : X ×R2 −→ (X ×R2)/(0×∆R) and
q2 : X ×Y ×R2 −→ (X ×Y ×R2)/(0 × 0 × ∆R) denote the quotient maps. Furthermore
let p1 : (X ×R2)/(0 × ∆R) −→ X and p2 : (X ×Y ×R2)/(0 × 0 × ∆R) −→ X ×Y be the
projections.

These maps satisfy (p1 × idY) ◦ (q1 × idY) = p2 ◦ q2. Furthermore the map pr× idR2 is a
projection, satisfying (f ◦ pr)× idR2 = (f × idR2) ◦ (pr× idR2). We obtain

(f ◦ pr)∗∆Z .(X ×Y)

def.
= (p2)∗q2

[
((f ◦ pr)× idR2)∗ΦZ .(X ×Y ×R2)

]

(a)
= (p2)∗q2

[[
(f × idR2)∗ΦZ .(X ×R2)

]
× Y

]

(b)
= (p1 × idY)∗(q1 × idY)

[[
(f × idR2)∗ΦZ .(X ×R2)

]
× Y

]

= (p1)∗q1
[
(f × idR2)∗ΦZ .(X ×R2)

]
× Y

def.
= (f∗∆Z .X )× Y,

where equality (a) follows from Proposition 2.24 (4) of [Fra11] and equality (b) is an appli-
cation of Lemma 1.3.11 for (p1 × idY) ◦ (q1 × idY) = id ◦ id ◦ p2 ◦ q2. �

Lemma 1.4.9. Let X 1 and X 2 be tropical varieties and let Y be a smooth affine tropical fan. Fur-
thermore let f : X 1 −→ Y ×Y and g : X 2 −→ Rk × Rk be two morphisms. Then

(f × g)∗∆Y ×Rk .(X 1 ×X 2) = (f∗∆Y .X 1)× (g∗∆Rk .X 2).

PROOF. Without loss of generality we can assume that Y is closed. Then the morphism
f × id : X 1 ×R2 −→ Y2 ×R2 induces a morphism f1 × f2 : X 1 ×R2 −→ B(Q)2 × (Rm)2

as in Construction 1.4.2. Let also ΦY be as in that construction. Let the rational functions
ψ′
1, ..., ψ

′
k cut out the diagonal ∆Rk in (Rk)2. As mentioned in Construction 1.4.2, we have

g∗∆Rk .X 2 = g∗ψ′
1 · · · g

∗ψ′
k.X 2. Let L1 = 0 ×∆R, let q1 : X 1 ×R2 −→ (X 1 ×R2)/L1 denote

the quotient map and let p(1) : (X 1 ×R2)/L1 −→ X 1 be the projection. Furthermore let
L2 = 0×0×∆R, let q2 : X 1 ×X 2 ×R2 −→ (X 1 ×X 2 ×R2)/L2 denote the quotient map and
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let p(2) : (X 1 ×X 2 ×R2)/L2 −→ X 1 ×X 2 be the projection. Finally, denote the projection
from X 1 ×X 2 ×R2 onto X 1 ×R2 by pr1 and the projection onto X 2 by pr2. We then obtain

(f∗∆Y .X 1)× (g∗∆Rk .X 2)

def.
= p

(1)
∗

[(
(f1 × f2)

∗ΦY .(X 1 ×R2)
)
/L1

]
× (g∗ψ′

1 · · · g
∗ψ′

k.X 2)

(a)
= p

(2)
∗

[[(
(f1 × f2)

∗ΦY .(X 1 ×R2)
)
× (g∗ψ′

1 · · · g
∗ψ′

k.X 2)
]
/L2

]

(b)
= p

(2)
∗

[[
pr∗1(f1 × f2)

∗ΦY . pr
∗
2 g

∗ψ′
1 · · ·pr

∗
2 g

∗ψ′
k.(X 1 ×X 2 ×R2)

]
/L2

]

= (f × g)∗∆Y ×Rk .(X 1 ×X 2).

Equality (a) is Lemma 1.3.11 applied to (p1 × idX 2
) ◦ (q1 × idX2

) = p2 ◦ q2 ◦ id ◦ id and
equality (b) is Proposition 2.24 (4) of [Fra11]. The last equality follows from the definition
of the pull back of the diagonal in Construction 1.4.2 and the fact that this is independent
of the choice of rational functions that cut out the diagonal in (Rm × Rk)2. �

Let Y be a smooth affine tropical fan that has a coarsest polyhedral structure with the fol-
lowing property: There is an embedding ι : Y →֒ Lq

r ×Rm such that for every τ ∈ Ln
k ×Rm

(in the coarsest polyhedral structure), there is a unique σ ∈ Y with ι(σ◦) ⊂ τ◦. The particu-
lar example we have in mind is X ∩X (σ), for a closed smooth tropical variety X , equipped
with its coarsest polyhedral structure and σ ∈ X . If we have a morphism f : X −→ Y ×Y ,
Construction 1.4.2 provides a pull back cycle f∗∆Y .X . For every cone σ ∈ Y we can also
consider the restriction Yσ := Y ∩Y(σ), which is also a smooth affine tropical fan. There-
fore Construction 1.4.2 also provides a pull back cycle f∗∆Yσ

.
[
X ∩f−1| Y2

σ |
]
and we can

ask for the relation between these two cycles.

Corollary 1.4.10. Let Y be as above and let f : X −→ Y ×Y be a morphism. Then for any σ ∈ Y
there exists a neighbourhood F of σ◦ in Y such that

(f∗∆Y .X ) ∩ f−1| F2 | = f∗∆F .
[
X ∩f−1| F2 |

]

and σ◦ is a central cell of F . Note that F will in general be "smaller" than Yσ from above, cf.
Example 1.4.12.

We postpone the proof to the end of this section. In the following let Q be the uniform ma-
troid Ur+1,q+1 on the ground set E and let R ⊂ E be of cardinalitym ≤ r. Let U ⊂ |B(Q)|
be the complement of the union over all maximal cones of B(Q)which have a generator eF
for which F 6⊂ R and R 6⊂ F . We want to define a partially open smooth affine tropical fan
F := B(Q) ∩ U . Note that | F | is also contained in |B(Q/R)| × RR ⊂ RE\R × RR = RE ,
where Q/R denotes the contraction of Q by R. Q/R is a matroid on E \ R and its rank
function is defined as rQ/R(A) := rQ(A ∪ R) − rQ(R) for A ⊂ E \ R, in terms of the
rank function of Q. Let ϕi , i = 1, ..., r + 1, denote the functions from (11) which cut out
the diagonal in B(Q)2 and let ϕ̃i, i = 1, ..., r + 1 − m, be the functions cutting out the di-
agonal in B(Q/R)2. Denote the projections πE\R : B(Q/R)2 × (RR)2 −→ B(Q/R)2 and

πR : B(Q/R)2 × (RR)2 −→ (RR)2.

Lemma 1.4.11. With the notation from above we have ϕi|F2 = π∗
E\Rϕ̃i−m|F2 for i > m and

ϕi|F2 = π∗
Rψi|F2 for i ≤ m, where the ψi are rational functions on RR × RR cutting out the

diagonal.

PROOF. Recall that rQ/R(A) = rQ(A∪R)−rQ(R) forA ⊂ E\R. In particular rQ/R(A) =
rQ(A) for A ⊂ E \R with |A| < r + 1 −m and rQ/R(A) = rQ/R (E \R) = rQ(E)−m else.
SoQ/R ∼= Ur+1−m,q+1−m. We want to abbreviate

RQ(A,B) := rQ(A) + rQ(B)− rQ (A ∪B)
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for A,B ⊂ E and similarly RQ/R(A,B) for A,B ⊂ E \ R with rQ/R instead of rQ (cf. the
definition of ϕi and ϕ̃i in (11)). After a few simple computations, we obtain that

(13) RQ/R(A,B) = RQ(A ∪R,B ∪R)−m for all flats A,B of Q/R.

The support of the tropical fan F is a common subset of | B(Q/R)| × RR and | B(Q)|. We
want to denote the generators of B(Q/R) by fA ∈ RE\R for flatsA ofQ/R and the standard
basis of RR by (li)i∈R. Let lS =

∑
i∈S li for S ⊂ R.

In the following let A and B be flats in Q/R. Let now i > m and note that RQ(R,R) = m.
From (13) we directly obtain

ϕi(eA∪R, eB∪R) = ϕ̃i−m(fA, fB) = π∗
E\Rϕ̃i−m(eA∪R, eB∪R).

FurthermoreRQ(S1, S2) = |S1 ∩ S2| ≤ m for S1, S2 ⊂ R, hence

ϕi(eS1 , eS2) = 0 = ϕ̃i−m(0, 0) = π∗
E\Rϕ̃i−m(eS1 , eS2),

which proves the claim for i > m.

Every 2m-dimensional cone σ of B(Q ⊕Q) that is contained in (0× RR)2, contains the ray
R≥0(eR, eR). Furthermore, the cones σ+R(eR, eR) cover the whole of (0×RR)2. So we can
linearly (for each domain of linearity) extend the restriction of ϕi onto |B(Q)2| ∩ (0× RR)2

to a rational function ψ̃i on (0×RR)2, for i = 1, ....,m. Clearly ψ̃i induces a rational function
on RR × RR with lineality space R(lR, lR).

If i ≤ m we obtain

ϕi(eA∪R, eB∪R) = −1 = ϕi(eR, eR)
def.
= ψi(lR, lR) = π∗

Rψi(eA∪R, eB∪R)

for all flats A, B of Q/R, because by (13) we have RQ/R(A,B) +m = RQ(A ∪ R,B ∪ R)
andRQ/R(A,B) ≥ 0. For S1, S2 ⊂ R we obtain

ϕi(eS1 , eS2)
def.
= ψi(lS1 , lS2) = π∗

Rψi(eS1 , eS2).

We know that ∆B(Q) = ϕ1. · · · .ϕr+1.B(Q)2 by Corollary 4.2 of [FR10] and we have

π∗
Rψ1. · · · .π

∗
Rψm.π

∗
E\Rϕ̃1. · · · .π

∗
E\Rϕ̃q+1−m.

[
B(Q/R)2 × (RR)2

]
= ∆B(Q/R) ×Z

whereZ is the cycle cut out by the functions ψi. Restricting the above intersection products

to F2 we obtain (∆B(Q/R)×Z)∩F2 = ∆F by the computations from above. As the ψi have
lineality space R(lR, lR), so has the cycle Z. Therefore Z is already uniquely determined
by Z ∩ (RR

≥0)
2 = ∆RR

≥0
. Hence we conclude that Z = ∆RR , which completes the proof. �

PROOF OF COROLLARY 1.4.10. Without loss of generality we assume that Y = Lq
r ×

Rm. Let E = {1, ..., q + 1} and let (e′i)i=1,...,q denote the standard basis of Rq, (li)i=1,...,m a
basis of Rm, e the standard basis of R and (ei)i∈E denotes the standard basis in RE . Then

we can explicitly give the isomorphism θ : Y ×R
∼
−→ B(Q) × Rm as θ(e′i, 0, 0) = (ei, 0) for

i = 1, ..., q, θ(0, li, 0) = (0, li) for i = 1, ...,m and θ(0, 0, e) = (eE , 0).

If dimσ = k +m, we can assume that σ = {
∑k

i=1 λie
′
i |λi ∈ R≥0 for i = 1, ..., k} × Rm in

Y ×R and defineR = {1, ..., k}. Then θ(σ×0) intersects several cones of the fine subdivision
of the matroid variety. Let F := F ×Rm, where F is the tropical fan from the previous
lemma. We can use the projection pr : Y ×R −→ Y to obtain a neighbourhood F ′ =

Y ∩ (pr ◦ θ−1)|F| of σ◦ in Y . By definition of F we have θ∗(F
′ ×R) = F . In Construction

1.4.2 the cycle f∗∆Y is defined via the pull back

(14) (f × id)∗(π∗
1ϕ1 · · ·π

∗
1ϕrπ

∗
2ψ1 · · ·π

∗
2ψm)

where π1 : B(Q)2 × (Rm)2 −→ B(Q)2 and π2 : B(Q)2 × (Rm)2 −→ (Rm)2 denote the
projections, the ϕi are the functions from (11) and ψ1, ..., ψm cut out the diagonal of (Rm)2.
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Furthermore, as | F | ⊂ |B(Q/R)| × RR and θ∗(F
′ ×R) = F = F ×Rm, Construction 1.4.2

defines f∗∆F ′ via the pull back

(15) (f × id)∗(π̃∗
1 ϕ̃1 · · · π̃

∗
1 ϕ̃r−kπ̃

∗
2 ψ̃1 · · · π̃

∗
2ψ̃m+k)

where the ϕ̃i are the functions from (11) forQ/R, the ψ̃i cut out the diagonal of
(
RR × Rm

)2
and

π̃1 : B(Q/R)2 × (RR)2 × (Rm)2 −→ B(Q/R)2 and

π̃2 : B(Q/R)2 × (RR)2 × (Rm)2 −→ (RR)2 × (Rm)2

denote the projections. If we denote the projection π : (RR)2 × (Rm)2 −→ (Rm)2, we can

assume without loss of generality that ψ̃i = π∗ψi for i = 1, ...,m, as Construction 1.4.2 is
independent of the choice of these functions. Applying Lemma 1.4.11 to π∗

1ϕ1 · · ·π∗
1ϕr we

see that (14) and (15) coincide on F
2
, for a suitable choice of ψ̃m+1, ..., ψ̃m+k, but f∗∆F′

does not depend on this choice. �

Example 1.4.12. The picture below illustrates the situation from Corollary 1.4.10. Here Y
is the grey fan, the cone σ is indicated in red. The blue fan is a fan for which the corollary
holds, and its right boundary is coming from the fine subdivision of the matroid variety
B(U3,4).

σ

F

1.5. Gluing moduli spaces

In this section we want to define a polyhedral complex M0(X ,∆) of degree ∆ tropical
stable maps whose image lies in a smooth and closed tropical curve or hypersurface X ⊂
Rm. We will describe how to equip this complex with weights which make it a tropical
polyhedral complex. Unfortunately this is only possible under certain local assumptions
on the tropical stable maps until now. However, we can prove that these local assumptions
are true in the case where X is a curve and also for tropical lines in surfaces in R3 later on
in Chapter 3. Throughout this section let X be always closed and let the abstract tropical
curves of stable maps inM0(R

m,∆) be always N -marked.

Definition 1.5.1 (Curves inX and their combinatorial types). LetX be a tropical polyhedral
complex. A tropical stable map (Γ′, x′1, ..., x

′
N , h

′) ∈ M0(R
m,∆) with h′(|Γ′|) ⊂ |X | is

called a curve inX (of degree∆). Assume that |∆| > 2 or that there is no σ ∈ X with h′(|Γ′|) ⊂
σ. Then (Γ′, x′1, ..., x

′
N , h

′) is isomorphic (as stable map) to a curve (ΓX , x1, ..., xN , h) in X
such that

(1) if h−1(σ) is discrete for some σ ∈ X , it is a subset of the vertices of ΓX

(2) if v is a two-valent vertex of ΓX , there is a cell σ ∈ X such that h−1(σ) is discrete
and v ∈ h−1(σ).
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If |∆| = 2 and h′(|Γ′|) ⊂ σ for some σ ∈ X , then (Γ′, x′1, ..., x
′
N , h

′) is isomorphic (as stable
map) to a curve (ΓX , x1, ..., xN , h) in X such that G(ΓX ) has exactly one two-valent vertex.

The picture below shows an example for Γ′ and ΓX in the case of X = L3
2.

h(w)

X

x1

x2

v
x3

Γ′

x1

x2

v
f1

f2

w

x3

ΓX

h

w

|ΓX |

We now want to define combinatorial types of curves in X . Consider tuples

αi := (Gi, ((δ
(i)
f )f∈∂−1

Gi
(v), σ

(i)
v )v∈VGi

) for i = 1, 2,

where Gi is an N -labelled graph, δ
(i)
f ∈ Zm and σ

(i)
v ∈ X . Then α1 and α2 are called

equivalent if there is an isomorphism (φV , φF ) ofN -labelled graphs fromG1 toG2 such that

δ
(2)
φF (f) = δ

(1)
f and σ

(2)
φV (v) = σ

(1)
v holds for all v ∈ VG1 and f ∈ FG1 .

For a stable map (ΓX , x1, ..., xN , h) as above, each vertex v of ΓX is mapped into the relative
interior of a unique cell σv ∈ X . Let ∆v be the local degree of h at v, cf. Definition 1.2.12.
We call the equivalence class of (G(ΓX ), (∆v , σv)v∈V

G(ΓX )
) in the sense from above the com-

binatorial type of (ΓX , x1, ..., xN , h) as curve in X . As for K-marked abstract tropical curves,
we define that curves in X which are isomorphic as stable maps, have the same combinatorial
type. In particular this defines a combinatorial type for curves inM0(R

m,∆) if X = Rm.

A combinatorial type of degree ∆ curves in X is an equivalence class α from above for which
there exists a degree∆ tropical stable map (Γ, x1, ..., xN , h), which is of combinatorial type
α. In the following we will usually write α = (G, (∆v , σv)v∈VG

), when we mean that α is
the equivalence class of (G, (∆v, σv)v∈VG

).

If α is a combinatorial type of degree ∆ curves in X , it will be convenient to talk about
vertices, flags, edges and leaves of α in order to have a uniform way of addressing these
objects in tropical curves which look "similar". We fix an element (G, (∆v , σv)v∈VG

) in α, for
whichG obviously has vertices, flags, edges and leaves. We define Vα := VG, Fα := FG and
Eα := EG. If (Γ′, x′1, ..., x

′
N , h

′) is a curve in X of combinatorial type α, it is isomorphic to

a stable map (ΓX , x1, ..., xN , h) as above, via some isometric isomorphism φ : |Γ′|
∼
−→ |ΓX |.

Each vertex v ∈ Vα gets identified with a vertex v′ of G(ΓX ). We want to address the vertex
v′, its image in |ΓX | and also φ−1(v′) in |Γ′| by v. In the same way, a flag f ∈ Fα is identified
with a flag f ′ ofG(ΓX ). We will address f ′, its image in |ΓX | and the preimage in |Γ′| under
φ by f . We do the same for edges and leaves. Note that since edges and flags of metric
graphs are open by Definition 1.2.2, we conclude that for every combinatorial type α and
f ∈ Fα, there is a unique cell σf such that hmaps f into σ◦

f for every curve (Γ, x1, ..., xN , h)



1.5. GLUING MODULI SPACES 45

of combinatorial type α. If f is part of an edge e = {f, f ′} ∈ Eα, the same of course also
holds for e.

IfX is an affine fanwith central cell σ, we have a trivial combinatorial type of degree∆ curves
inX . The trivial combinatorial type is given by (the class of) (G, (∆, σ)), whereG is a graph
having one vertex and |∆| flags incident to it.

Definition 1.5.2 (Cells and resolutions). We denote byM∆,X ⊂ |M0(R
m,∆)| the set of all

curves in X of degree ∆. Let M(α) denote the set of all curves in X of degree ∆ of com-
binatorial type α, which is a partially open polyhedron inside M∆,X without any proper

faces. We call dimM(α) the geometric dimension of α. The closures M(α) equipM∆,X with
the structure of a polyhedral complexM∆,X .

Furthermore we want to write β ≥ α for two combinatorial types of degree∆ curves in X

if M(β) ⊃ M(α) and we want to call β a resolution of α if β ≥ α and β 6= α. Furthermore
we defineN∆,X (α) :=

⋃
α≤β M(β).

For the quotient map q[N ] : M′
0(R

m,∆) −→ M0(R
m,∆) which forgets the length of all

leaves (cf. Definition 1.2.18), we want to define M′(α) := q−1
[N ](M(α)) and N ′

∆,X (α) :=

q−1
[N ](N∆,X (α)).

Definition 1.5.3 (Vertex type and vertex resolutions). Consider tuples (X , δ1, ..., δs) where
X ⊂ V = Λ ⊗Z R is a closed affine tropical fan such that its translation X +P by some P
is a tropical fan, and δ1, ..., δs ∈ (| X |+ P ) ∩ Λ. We say two such tuples (X , δ1, ..., δs) and

(X ′, δ′1, ..., δ
′
s), are equivalent if there is an isomorphism f : X

∼
−→ X ′, whose linear part

flin satisfies flin(δi) = δ′i for 1 ≤ i ≤ s. An equivalence class of such tuples is called a vertex
type. When we say that (X , δ1, ..., δs) is a vertex type, we actually mean the equivalence
class [(X , δ1, ..., δs)].

Let X be a tropical polyhedral complex, let α = (G, (∆v , σv)v∈VG
) be a combinatorial type

of degree∆ curves inX and let v be a vertex of α. Let P ∈ σ◦
v and consider the closed affine

fan

(16) X v := {R≥0(σ − P ) + P |σ ∈ X with σ ≥ σv}.

Furthermore, let a maximal R≥0(σ−P ) +P inherit the weight ωX (σ). This turns X v into a
tropical polyhedral complex. By construction we have X v ∩X (σv) = X ∩X (σv). We then
say that v is of vertex type [v] := (X v,∆v). A combinatorial type γ of degree ∆v curves in
X v is called a resolution of v. Note that we do not require it to be non-trivial, as otherwise
Construction 1.5.5 would not yield resolutions of vertices.

Construction 1.5.4 (Cutting edges of graphs). Let G be a graph and E ⊂ EG a collection
of edges of G. We now want to "cut" the graph G along the edges in E. Define the graph
H := (VH , FH , jH , ∂H) where VH := VG, FH := FG, ∂H := ∂G but jH(f) := f if there is
some other flag f ′ with {f, f ′} ∈ E and jH(f) := jG(f) else. The collection of connected
components of H is denoted G(G,E).

Construction 1.5.5 (Cutting combinatorial types). Let X be a tropical polyhedral complex
and β = (Gβ , (∆v, σv)v∈VGβ

) be a combinatorial type of degree ∆ curves in X . Choose a

subset E ⊂ EGβ
of edges and let G(Gβ , E) = {G1, ..., Gr}. Assume furthermore that for

each i = 1, ..., r there is some cell σi ∈ X such that σv ≥ σi for all v ∈ VGi
. In this case

let X i be the affine fan defined exactly as X v in (16), but with v replaced by i. For the cell
σv ∈ X we then denote the unique cell in X i corresponding to it by σ̂v . We then call the
βi := (Gi, (∆v, σ̂v)v∈VGi

) for i = 1, ..., r the pieces of β obtained by cutting the edges in E. The
piece βi is a combinatorial type of curves in X i.

Let α = (Gα, (∆w, σw)w∈VGα
) be another combinatorial type of degree∆ curves in X such

that β ≥ α. There is a natural inclusion of the sets of edges EGα
→֒ EGβ

, as the length of

an edge of β is linear on M(β) and hence might become zero on the face M(α). If we cut
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β along EGα
, the pieces will be in bijection to the vertices v of α and we will denote them

by βv. To check the condition about the fan from above, note that for any vertex w of β that

is also a vertex of βv, the position h(w) ∈ Rm is linear on M(β) and it equals h(v) on the

faceM(α). As h(w) ∈ σ◦
w for each curve inM(β) and h(v) ∈ σ◦

v for the curves inM(α), we
conclude that σw ≥ σv .

β

e

β1 β2

The picture above shows an example for a combinatorial type which gets cut along the red
edge e into two pieces β1 and β2.

Definition 1.5.6. First let X be a tropical polyhedral complex which is an affine fan and
either a hypersurface or a curve. For any vertex type (X ,∆) we want to define the virtual
dimension as

vdim(X ,∆) := |∆| −KX .∆+ dimX −3.

The virtual dimension is the expected dimension of the corresponding algebraic moduli
space, cf. Section 2.3.

For a vertex type [(X ,∆)] = [(Lq
r × Rm,∆′)], so dimX = 1 or q − 1 = r, we want to define

the resolution dimension as the number

rdim(X ,∆) := |∆| −KX .∆+ r − 3.

Furthermore we define the classification number of the vertex type as

N[(X ,∆)] := |∆|+KX .∆+ r.

Note that the polyhedral complex M∆′,Lq
r×Rm has an m-dimensional lineality space con-

sisting of the curves of trivial combinatorial type. As rdim(X ,∆) = vdim(X ,∆) −m, the
resolution dimension measures "how many" resolutions the trivial combinatorial type has.
The classification number is just a tool for inductive proofs in this context, cf. the next
lemma.

Now let X be a smooth tropical hypersurface or curve equipped with its unique coarsest
polyhedral structure. For a vertex v of a combinatorial type α of degree∆ curves in X , we
want to write vdim(v) := vdim([v]), rdim(v) := rdim([v]) and Nv := N[v].

Lemma 1.5.7. Let X be a smooth affine tropical fan equipped with its unique coarsest polyhedral
structure. Let τ be the trivial combinatorial type of degree ∆ curves in X and w its unique vertex.
Then for any resolution α of τ and any vertex v of α we haveNw > Nv.
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PROOF. First note thatKX .∆ = (KX .∆)w =
∑

v(KX .∆)v , where the sum runs over all
vertices of v of α. As the local intersection multiplicity at v is always a non-negative integer
in this case, we conclude that (KX .∆)w ≥ (KX .∆)v holds for all vertices of α. Furthermore,
if val(v) = 2 we must have (KX .∆)v > 0. For a vertex v that is mapped into the relative
interior of a cone σv , the number r from the definition of the classification number is just
rv = dimX − dimσv. And as σw is the central cell of X , i.e. the unique cell of X of smallest
dimension, we conclude rw ≥ rv for all vertices of α.

Let v be a vertex of α with val(v) < val(w). By the above considerations we conclude
Nv < Nw.

Now assume that there is a vertex v of α with val(w) = val(v). Then all other vertices
u of α must satisfy val(u) = 2. Furthermore, we have ∆w = ∆v for the local degrees.
If additionally rv = rw, we must have σv = σw and we conclude KX .∆ = (KX .∆)w =
(KX .∆)v . This means (KX .∆)u = 0 for the two-valent vertices of α, which is impossible.
If there are no two-valent vertices, we must have α = τ , which is also a contradiction. We
conclude rv < rw and hence Nv < Nw. �

For the rest of this section let now X ⊂ Rm be a smooth tropical hypersurface or curve
equipped with its unique coarsest polyhedral structure, except in Lemma 1.5.16. Note that
we only restrict to curves and hypersurfaces here, because these are the only cases where
we defined a canonical divisor. However for "obvious" generalisations of the canonical di-
visor to arbitrary smooth tropical varieties, we cannot show that for a curve (Γ, x1, ..., xN , h)
in X the degree of the pull back deg h∗KX .Γ only depends on X and∆.

Definition 1.5.8. An admissible combinatorial type of degree ∆ curves in X is a combina-
torial type α such that for all vertices v of α we have rdim(v) ≥ 0. These are exactly the
combinatorial types which we would expect to be "locally realisable", cf. Section 2.3.

We denote byMad
∆,X the polyhedral complex consisting of those conesM(α) such that α is

admissible, and all facesM(β) ⊂ M(α) also belong to admissible combinatorial types β.

For the rest of this section we will only consider admissible combinatorial types of curves
in X , except for Lemma 1.5.16. Furthermore let∆ be a fixed degree of tropical curves in X .
In order to define our moduli space M0(X ,∆) as a tropical cycle we will need to specify
some additional data as in the following definition. Also we will need to require some kind
of compatibility condition for this data, as we will do in Definition 1.5.12. Then we will be
able to "glue" M0(X ,∆) from this information in Construction 1.5.13.

Definition 1.5.9. Moduli data for curves (respectively hypersurfaces) are a collection of
weights (ω[(X ′,∆′)])[(X ′,∆′)] from Q for every vertex type

[
(X ′,∆′)

]
with rdim(X ′,∆′) = 0.

Here X ′ is a smooth tropical fan which is a curve (respectively hypersurface) in some am-
bient vector space. Furthermore, in the hypersurface case we want to require that for the
projection pr : Lq

r × Rm −→ Lq
r we have ω[(Lq

r×Rm,∆′)] = ω[(Lq
r,pr(∆′))]. A promising choice

of moduli data for the hypersurface case seem to be the numbers from Conjecture 3.1.7.
The correct choice for the curve case is Definition 3.2.8.

Definition 1.5.10 (The moduli spaceM0(X ,∆)). We want to defineM0(X ,∆) as the poly-

hedral complex consisting of all cellsM(α) of Mad
∆,X such that

dimM(α) = dimX +|∆| − 3−KX .∆

together with all of their faces. So M0(X ,∆) is pure by definition. The dimension of
M0(X ,∆) is exactly the expected dimension of the corresponding algebraic moduli space.
Furthermore, if (X ,∆) is a vertex type, then dimM0(X ,∆) = vdim(X ,∆).

For a cell M(α) ∈ M0(X ,∆) define N (α) := M0(X ,∆)(M(α)) and N ′(α) := q−1
[N ](N (α))

for the quotient morphism q[N ] : M
′
0(R

m,∆) −→ M0(R
m,∆) . If M(α) /∈ M0(X ,∆), we

set N (α) := N ′(α) := ∅.
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We postpone the definition of weights on M0(X ,∆) to Definition 1.5.20 as this involves
results from later in this chapter, except for the special case of the next construction.

Note that in general there are also admissible combinatorial types of too high dimension,
cf. Example 1.6.4. It is not known to the author if there are cases where all admissible com-
binatorial types are of too small dimension. Furthermore, the weights onM0(X ,∆)will in
general not be integral and M0(X ,∆) does not have to be irreducible, cf. the examples in
the next section 1.6.

Note that all following constructions and definitions in this section will depend on the
choice of moduli data.

Construction 1.5.11. Let (X ′,∆′) be a vertex type with rdim(X ′,∆′) = 0, where X ′ is a
closed smooth affine tropical fan which is either a hypersurface or a curve. Then by Defi-
nition 1.5.10 M0(X

′,∆′) consists of exactly one cell, the cell M(τ) belonging to the trivial
combinatorial type τ . We want to equip the cellM0(X

′,∆′)with the weight ω[(X ′,∆′)] from

the moduli data, turning M0(X
′,∆′) into a tropical variety.

Unfortunately, the following definition recursively uses Construction 1.5.13 and Definition
1.5.20 from later in this chapter. However, this is possible by induction on the classification
number.

Definition 1.5.12 (Good vertices). Let α be a combinatorial type of degree ∆ curves in X .
We want to define when a vertex v of α is good. For this we assume that the notion of
a good vertex is already defined for all vertices with classification number strictly smaller
thanNv. We will now state the definition and afterwards explain why the occurring objects
are well-defined. The vertex v is called good if the following holds:

(1) if γ is a non-trivial resolution of v with dimM(γ) ≤ vdim(v), all vertices of γ are
good vertices

(2) the space M0(X v,∆v) from Definition 1.5.10 is a tropical variety, with weights
from Construction 1.5.11 if rdim(v) = 0 and weights from Definition 1.5.20 if
rdim(v) > 0

(3) M0(X v,∆v) ∩ N (γ) = Z(γ) for every non-trivial resolution γ of v such that
dimM(γ) ≤ vdim(v), where Z(γ) is the cycle defined in Construction 1.5.13.

Let us see why this is well-defined. If w is a vertex of a non-trivial resolution of v, then
Nw < Nv by Lemma 1.5.7. Hence it is by assumption already defined what it means that
w is a good vertex, so condition (1) makes sense. In condition (2) we only have to take care
what happens if rdim(v) > 0. If this is the case, we can apply Definition 1.5.20 because
condition (1) is satisfied. Also in condition (3) the cycle Z(γ) is well-defined as by (1) the
vertices of γ are good. Therefore we can also say what it means for v to be good.

The definition of a good vertex seems to be quite messed up because of the recursion and
because it involves the gluing construction, which also relies on good vertices. After Con-
struction 1.5.13 we will explain in Example 1.5.14, why this is necessary.

We will see in Lemma 1.5.15 that the property of being a good vertex actually only depends
on the vertex type of the vertex.

Note that if rdim(v) = 0 then v is always good, as conditions (1) and (3) are trivially satisfied
and condition (2) is satisfied by Construction 1.5.11.

Now we can can describe how we want to glue moduli spaces from these building blocks.

Construction 1.5.13 (Gluing). Fix a combinatorial type α = (G, (∆v , σv)v∈VG
) of degree ∆

curves in X and assume all its vertices are good. We now want to cut α along all its edges
as in Construction 1.5.5 and obtain pieces αv for all vertices v of α. In the following let F v

denote the flags of α which are incident to v, i.e. the leaves of αv . Furthermore, the graphs
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of a combinatorial type need to be labelled graphs, and we want to label the graphs in αv

by F v in the obvious way.

We want to associate a local moduli space Mv to each vertex v as follows. For a vertex
v we have an affine tropical fan X v with X v ∩X (σv) = X ∩X (σv) as in (16). Now the
space M0(X v,∆v) is a tropical variety as the vertex is good. We can now make all leaves
bounded by taking the preimage variety (cf. Construction 1.1.13) under qFv (cf. Definition
1.2.18), and we obtainM′

0(X v,∆v)with the polyhedral structure induced byM0(X v,∆v).

α

v
w

u

Let U ⊂ |M′
0(X v,∆v)| be the subset of all curves (Γ, (xf ′)f ′∈Fv , h) such that h(|Γ|◦) ⊂

X (σv). This is an open polyhedral subset of |M′
0(X v,∆v)| which intersects every cell of

M′
0(X v,∆v). The reason is that on each cell of M′

0(X v,∆v) the position of the image of
a vertex is linear. Hence we can require that all vertices are mapped into X (σv), which is
open in | X v |. The edges are then also mapped into X (σv) as the cells of X are convex. We
define the local moduli space of v as the restriction

(17) Mv := M′
0(X v,∆v) ∩ U

which is a partially open affine tropical fan.

Now we want to glue the pieces Mv back together. Consider an edge e = {f1, f2} =
{v1, v2} of α which is mapped into the relative interior of σe. We denote X e := X ∩X (σe)
and we evaluate

eve := (evf1 × evf2) ◦ pr :
∏

v∈Vα

Mv −→ X 2
e

where pr denotes the projection onto Mv1 ×Mv2 . Then we want to impose the condition
that the leaves fit together to the edge e by pulling back the diagonal ∆X e

via eve with
Construction 1.4.2. This pull back is contained in the set ev−1

e |∆X e
|. We abbreviate

( ∏

e∈Eα

ev∗
e ∆X e

)
.
∏

v∈Vα

Mv =: ev∗ ∆X .
∏

v∈Vα

Mv .

By Lemma 1.4.6 this does not depend on the order of the edges.

We define ev−1 ∆X :=
⋂

e∈Eα
ev−1

e |∆X e
|. So ev−1 ∆X ⊂

∏
v∈Vα

|Mv | consists of all curve
pieces that fit together to a curve of degree∆, but it also carries the superfluous information
about the position of the gluing points which we want to get rid of by taking a quotient.
Furthermore we have ∣∣∣∣∣ev

∗ ∆X .
∏

v∈Vα

Mv

∣∣∣∣∣ ⊂ ev−1 ∆X ,

as this is the case for each intersection of a diagonal pull back by Construction 1.4.2.

Now we want to describe the lineality space that we have to mod out in order to forget the
gluing points. Each cycleMv lies in a vector space Uv := Q′

Fv ×Rm, cf. Constructions 1.2.9
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v
w

u

dv24

dw24

du24

x2

x4

FIGURE 2. Here we see an example for the map D24 which measures the
distance between the leaves x2 and x4. It is the sum of the maps dv

24, d
w
24

and du
24 which measure the length of the coloured path in the graph.

and 1.2.21. If v is at least trivalent and f ′ ∈ F v , we have a vector uf ′ ∈ Uv whose coefficient
records the length of the bounded leaf f ′, cf. Construction 1.2.9. If v is two-valent, incident
to f1 and f2, then the coefficient of uf1 = uf2 ∈ Uv records the distance between these two
leaves. We define

(18) Lα := 〈uf1 − uf2 | {f1, f2} ∈ Eα〉R
⊂
∏

v∈Vα

Uv.

For each edge e of α the evaluation eve maps Lα into ∆σ◦
e
, a central cell of ∆X e

. Therefore
Lα is a lineality space of the pull back by Lemma 1.4.4. Hence Lα is a lineality space of
ev∗ ∆X .

∏
v∈Vα

Mv . So as in Construction 1.1.11 we can mod out Lα and we denote the
quotient map q :

∏
v∈Vα

Uv −→ (
∏

v∈Vα
Uv)/Lα. The quotient does no longer carry the

information about the position of the gluing points.

Now we want to obtain elements in M′
0(R

m,∆) ∼= M′
0,N ×Rm in barycentric coordinates,

via a morphism f which we want to describe in the following. In order to do this, we

identify Q′
N

∼= R(N2 ). Let xi and xj be two leaves of α and denote by dv
ij : Mv −→ R

the morphism that measures the distance between the two unique leaves in Mv which lie
on the path from xi to xj in α. If v does not lie on the path from xi to xj , we set dv

ij = 0.
Furthermore denote the composition of dv

ij with the projection prv :
∏

w∈Vα
Mw −→ Mv by

d̃
v

ij . We can define the total distance between xi and xj as Dij :=
∑

v∈Vα
d̃
v

ij , cf. Figure 2. It

can be checked that this factors uniquely through the quotient by Lα as Dij = D′
ij ◦q. For all

vertices v of α let bcv : Mv −→ Rm be the barycentremorphism and let b̃c
v
:= bcv ◦ prv . We

can define amorphism B :=
∑

v∈Vα
b̃c

v
+
∑

{f1,f2}∈Eα
(evf1 + evf2). The second sum deletes

the contribution of the gluing points to the barycentre. Hence also B factors uniquely as
B = B′ ◦ q. As the total mass of the glued curve is −2we want to define f as

(19) f :=
∏

i<j

D′
ij ×

(
−
1

2
B′

)
: q
[
ev−1 ∆X

]
−→ M′

0,n(R
m,∆).

It is not difficult to see that the factor − 1
2 is compatible with the lattices and hence f is a

morphism. This morphismmaps a tuple of curve pieces to the unique curve inM′
0(R

m,∆)
which is glued from these pieces. Hence f is injective on this set and we can now define
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the push forward

(20) f∗q

[
ev∗ ∆X .

∏

v∈Vα

Mv

]
=: Z ′(α) ⊂ |M′

0,n(R
m,∆)|.

Note that | Z ′(α)| ⊂ (f ◦ q)(ev−1 ∆X ), so the cycle Z ′(α) consists of degree ∆ curves in
X with bounded leaves. It is very easy to obtain a cycle Z(α) in M0(R

m,∆), by just di-
viding Z ′(α) by the lineality space U[N ] via the quotient map q[N ]. Then by construction

| Z(α)| ⊂ |Mad
X ,∆ |poly. The cells of maximal dimension come with a natural weight in this

construction, which we will call gluing weight. It is not clear a priori that this weight is
independent of the choice of α, but it will turn out to be so in Theorem 1.5.21.

Example 1.5.14. Consider the tropical degree ∆ = (3e1, 2e0 + e3, 2e2 + e3, e0 + e3, e2)
of curves in L3

2. In the picture below the leaf x1 is black while x2 and x3 are red and x4
and x5 are green. We have rdim(L3

2,∆) = 1, and one possible combinatorial type α of
degree ∆ curves in L3

2 of geometric dimension one is depicted below. The vertices v and
u are of resolution dimension zero, but we have rdim(w) = vdim(w) = 1. In order to
define Z(α), we need local moduli spacesMu, Mv and Mw as in (17). While Mu and Mv

are already defined in Construction 1.5.11, Mw is a one-dimensional affine tropical fan by
Definition 1.5.10, whose weights are defined by gluing resolutions of w (also cf. Example
1.6.3). Therefore we need to construct M0(L

3
2,∆) inductively from vertices with smaller

classification number. In particular this example also shows that the resolution dimension
does not strictly decrease in resolutions.

x1
u

w

x1
u

v

w

h

Let ∆ = (δ1, ..., δN ). Then every automorphism ϕ : Rm −→ Rm induces an isomor-
phism between moduli spaces φ : M0(R

m,∆) −→ M0(R
m, ϕ∆) via φ(Γ, x1, ..., xN , h) :=

(Γ, x1, ..., xN , ϕ ◦ h), where ϕ∆ := (ϕlin(δ1), ..., ϕlin(δN )) is the image of ∆ under the linear
part of ϕ. We now want to see that Construction 1.5.13 behaves well under automorphisms
of Rm.

Lemma 1.5.15. Assume that all vertices of a combinatorial type α of degree ∆ curves in X are
good. For an automorphism ϕ : Rm −→ Rm the induced isomorphism between the moduli spaces
φ : M0(R

m,∆) −→ M0(R
m, ϕ∆) satisfies

φ∗ Z(α) = Z(ϕ(α)).

Here for a combinatorial type α = (G, (σv ,∆v)v∈VG
) the combinatorial type ϕ(α) is given by

(G, (ϕ(σv), ϕ∆v)v∈VG
). In particular the property that a vertex is good only depends on its vertex

type.

PROOF. The automorphism ϕ also induces isomorphisms

φv : M0(R
m,∆v)

∼
−→ M′

0(R
m, ϕ∆v).

We want to denote the local moduli space (as in (17)) of v in α by Mv and the one of v in
ϕ(α) by Mϕ(v). Strictly speaking, the existence of a moduli space Mϕ(v) is not clear yet
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as we do not know that the vertex v is also a good vertex in ϕ(α), but this will be proven
below. We want to denote the quotient maps by

q :
∏

v

Mv −→

(∏

v

Mv

)
/Lα and q̃ :

∏

v

Mϕ(v) −→

(∏

v

Mϕ(v)

)
/Lϕ(α).

As we clearly have (
∏

v φ
v) (Lα) = Lϕ(α) there is an isomorphism φ̃ with φ̃ ◦ q = q̃ ◦

(
∏

v φ
v). For each edge e of α (and hence also ϕ(α)), we obtain an evaluation morphism

eve :
∏

v Mv −→ X 2
e as in Construction 1.5.13. The same way we obtain an evaluation

ẽve :
∏

v Mϕ(v) −→ (ϕ∗ X e)
2, satisfying eve = ẽve ◦ (

∏
v φ

v). We want to denote the

embeddings as in (19) into M′
0(R

m,∆) by f and the one into M′
0(R

m, ϕ∆) by f̃ .

First we assume that X is an affine tropical fan and rdim(X ,∆) > 0. If rdim(X ,∆) = 0, the
statement φ∗ M0(X ,∆) = M0(ϕ∗ X , ϕ∆) is just Construction 1.5.11, by the definition of a
vertex type.

So let w denote the unique vertex of the trivial combinatorial type τ of degree ∆ curves
in X . Assume that α is a non-trivial combinatorial type of degree ∆ curves in X . Then
we have Nw > Nv for the classification numbers of the vertices v of α. If rdim(v) = 0 we
have φv∗ Mv = Mϕ(v) as above, in particular v is also good in ϕ(α). The smallest possible

classification number is 3, which is attained only for (Rk,∆′), where |∆′| = 3. In this case
we have rdim(Rk,∆′) = 0. So by induction on the classification number we can assume
that φ∗ Mv = Mϕ(v) and that v is also good in ϕ(α) for all vertices v of α. We obtain

φ∗ Z
′(α) = φ∗f∗q

[
ev∗ ∆X .

∏

v

Mv

]
(1)
= f̃∗φ̃∗q

[
ev∗ ∆X .

∏

v

Mv

]

(2)
= f̃∗q̃

[(∏

v

φv

)

∗

[(∏

e

ev∗e ∆X e

)
.
∏

v

Mv

]]

(3)
= f̃∗q̃

[(∏

e

ẽv∗e∆X e

)
.

(∏

v

φv

)

∗

[∏

v

Mv

]]

= f̃∗q̃

[(∏

e

ẽv∗
e∆X e

)
.
∏

v

Mϕ(v)

]
def.
= Z ′(ϕ(α)).

Here equality (1) holds because φ ◦ f = f̃ ◦ φ̃ and equality (2) holds by an application of

Lemma 1.3.11 to φ̃ ◦ q = q̃ ◦ (
∏

v φ
v) ◦ id ◦ id. Equality (3) is then just the projection formula

from Lemma 1.4.5 applied several times. Applying this to all combinatorial types α yields

φ∗ M
′
0(Xw,∆w) = φ∗ M

′
0(X ,∆) = M′

0(ϕ∗ X , ϕ∆) = M′
0(ϕ∗ Xw ϕ∆w).

In particular the vertex w is also good in ϕ(τ).

If there is only the trivial combinatorial type τ , the same also holds for ϕ∗ X and ϕ∆. Then
[Z(τ)] = [M0(X ,∆)] = [∅] and also [∅] = [M0(ϕ∗ X , ϕ∆)] = [Z(ϕ(τ))] = φ∗ [Z(τ)] by
Definition 1.5.10. In particular, also in this case w is a good vertex of ϕ(τ).

Therefore we can assume φv∗ Mv = Mϕ(v) holds for all vertices (vertex types) and we can
use the above computation to obtain the claim for general smooth X . �

Now we will state a lemma which deals with arbitrary combinatorial types in an arbitrary
tropical polyhedral complex, as we will need this to relate combinatorial types to boundary
strata of an algebraic moduli space in Section 2.4.

Lemma 1.5.16. Let X be an arbitrary tropical polyhedral complex. Furthermore let α and β be
arbitrary combinatorial types of degree ∆ curves in X . Suppose there is a choice E of edges in β
such that the pieces obtained from cutting β along E are in bijection to the vertices of α and call
these pieces (βv)v . If βv is a resolution of v for every vertex v of α, then β ≥ α.
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PROOF. By assumption each βv is a combinatorial type of degree ∆v curves in X v,
where X v is as in (16). This proof will be very similar to Construction 1.5.13, the only
difference is that we do not have local moduli spaces as tropical varieties, so we will re-

place M0(X v,∆v) by the polyhedral complex MX v,∆v
. Given a cone M(γ) ∈ MX v,∆v

let

M
′
(γ) := q−1

[N ](M(γ)), where q[N ] is as in Definition 1.2.18. Let σv(γ) ⊂ M
′
(γ) be the subset

of all curves (Γ, (xf ′)f ′ , h) with h(|Γ|◦) ⊂ X (σv). We define Mv as the collection of cones
σv(γ) for all (not only admissible ones) combinatorial types γ of degree ∆v curves in X v.
This is an affine fan with central cell σv(τv), where τv denotes the trivial combinatorial type
of degree∆v curves in X v .

For a polyhedral complex Z we want to define the diagonal to be the polyhedral complex
∆Z = {ι(σ) |σ ∈ Z}where ι(x) = (x, x).

Each edge e ∈ E is mapped into the relative interior of a cell σe ∈ X . Define a polyhedral
complex X e := {σ ∩ X (σe) |σ ∈ X} and a linear evaluation map

eve :
∏

v∈Vα

Mv −→ |X e |
2
poly ⊂ |X |2poly,

for every e ∈ E as in Construction 1.5.13. We now want to consider the set

G :=
⋂

e∈E

ev−1
e |∆X e

|poly

The set G consists of curve pieces that glue to curves of degree ∆. Let Lα, q and the
embedding f : q (G) −→ M′

0(R
m,∆) be as in Construction 1.5.13. Obviously Mα :=

(f ◦ q)−1 M′(α) is a polyhedron withMα ⊂
∏

v σv(τv). Now we want to find a polyhedral

complex G with | G |poly = G. We start with G0
0 :=

∏
v Mv . By replacing l = c with l ≥ c

and−l ≥ −cwe can assume that all defining relations of a polyhedron are inequalities. Let

E = {e1, ..., es} and let lji ≥ cji for i = 1, ..., rj be all those defining inequalities of all cells of
∆X ej

, which are not strict. We then define

Gj
i := {σ ∩ {lji ◦ evej ≥ cji}, σ ∩ {lji ◦ evej = cji}, σ ∩ {lji ◦ evej ≤ cji} |σ ∈ Gj

i−1}

and

Gj
1 := {σ ∩ {lji ◦ evej ≥ cji}, σ ∩ {lji ◦ evej = cji}, σ ∩ {lji ◦ evej ≤ cji} |σ ∈ Gj−1

rj−1
}.

It is clear from the construction, that G is a union of cones in Gs
rs . Let G be the set of these

cones.

Now we want to show that each Gj
i is an affine fan which contains Mα in its central cell.

This can be seen by induction. The claim is clearly true for G0
0. Assume that the partially

open polyhedronMα is a subset of every σ ∈ Gj
i . By definition we have evej (Mα) ⊂ ∆σ◦

ej
.

But as σ◦
ej is the central cell of X ej , we have that (lji ◦ evej )(Mα) = {cji}. So if Mα is

contained in every cell of Gj
i , it is also contained in every cell of Gj

i+1, respectively Gj+1
1 if

i = rj . This means that also Gj
i+1 (respectively Gj+1

1 if i = rj) is an affine fan such that
each of its cells contains Mα. Hence this also holds for G. By definition of Mα we have
〈x − y |x, y ∈ Mα〉R ⊃ Lα. So the affine fan G has lineality space Lα and hence also q(G) is
an affine fan. As f is injective, we conclude that (f ◦ q)(G) is an affine fan, such that each of
its cells contains M′(α).

As β is a combinatorial type of degree∆ curves in X , we must have a cell σ ∈ G such that

σ ⊂
∏

v σv(βv). Then (f ◦ q)(σ) ⊂ M
′
(β) and as M′(α) ⊂ (f ◦ q)(σ), we conclude β ≥ α.

In particular the preceding arguments also show that (f ◦ q) (G) ⊂ N ′
∆,X (α). Given a cell

σ ∈ G there must be a combinatorial type γ of degree∆ curves in X such that (f ◦ q)(σ) ⊂

M
′
(γ). As before, we conclude γ ≥ α, hence (f ◦ q)(σ) ⊂ N ′

∆,X (α). �
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Lemma 1.5.17. Assume that all vertices of a combinatorial typeα of degree∆ curves in X are good.
Then the gluing cycle Z(α) is an affine tropical fan containingM(α) in a central cell, furthermore
| Z(α)| ⊂ N∆,X (α).

PROOF. Let the notation be as in Construction 1.5.13. Consider the set of all curve
pieces that glue to combinatorial type α, i.e. Mα := q−1f−1(M′(α)) ⊂ ev−1 ∆X . Then
eve(Mα) ⊂ ∆σ◦

e
⊂ σ◦

e × σ◦
e , for every edge e of α.

LetZ be an affine tropical fan that is a subvariety of
∏

v∈Vα
Mv and containsMα in a central

cell. As in Construction 1.4.2, let fe
1 × fe

2 : Z ×R2 −→ B(Q)2 × (Rm)2 be the morphisms
induced by eve× id : Z ×R2 −→ X 2

e ×R2 and an embedding θ : X e ×R →֒ B(Q) × Rm,
where Q is some uniform matroid. As in Construction 1.4.2 we also call the projections to
the factors π1 : B(Q)2 × (Rm)2 −→ B(Q)2 and π2 : B(Q)2 × (Rm)2 −→ (Rm)2.

The functions ϕi and ψj used for cutting out the diagonal in Construction 1.4.2 are all fan
functions. If LQ is the maximal lineality space of B(Q), the fan consisting of the domains
of affine linearity of ϕi contains ∆LQ

in its central cell. Similarly, the fan consisting of the
domains of affine linearity of ψj contains ∆Rm in its central cell. As

θ × θ : ∆σ◦
e
×∆R →֒ ∆LQ

×∆Rm ,

we conclude that (fe
1 )

∗π∗
1ϕi is a fan function, such thatMα ×∆R is contained in the central

cell of the fan of domains of affine linearity. Similarly, also (fe
2 )

∗π∗
2ψj is a fan function, such

thatMα×∆R is contained in the central cell of the fan of domains of affine linearity. Hence,
by construction also ev∗

e ∆X e
.Z is an affine tropical fan withMα contained in a central cell.

Inductively, we obtain the same for ev∗ ∆X .
∏

v Mv. All these properties are preserved
under taking quotient by Lα and push forward with the injective map f , hence M′(α) is
contained in a central cell of the affine tropical fan Z ′(α).

The set G from the previous lemma consists of all curve pieces that glue to degree∆ pieces
in X , therefore ev−1 ∆X from Construction 1.5.13 is contained in G. Hence this set satisfies
(f ◦ q)

(
ev−1 ∆X

)
⊂ N ′

∆,X (α), by the last paragraph of the proof of the previous lemma.
This implies | Z(α)| ⊂ N∆,X (α). �

Lemma 1.5.18. Assume that all vertices of a combinatorial type α of degree ∆ curves in X are
good, then

dimZ(α) = dimX +|∆| − 3−KX .∆.

PROOF. Let the notation be as in Construction 1.5.13. By definition we have

Z ′(α) = f∗q

[
ev∗ ∆X .

∏

v

Mv

]
.

If s denotes the number of vertices v of α, then s − 1 is obviously the number of edges of
α. As the push forward preserves dimensions, we only have to compute the dimension of
q (ev∗ ∆X .

∏
v Mv). We have that

dim
∏

v

Mv =
∑

v

(vdim(v) + val(v))

=
∑

v

(2 val(v) − (KX .∆)v + dimX −3)

= s dimX −KX .∆+
∑

v

(val(v) − 3) +
∑

v

val(v)

= s dimX −KX .∆+ 2|∆| − 4 + s,

where we take into account that for a tree the number of vertices satisfies s = |∆| − 2 −∑
v (val(v)− 3) and

∑
v val(v) = |∆|+2(s−1). The cycle ev∗ ∆X .

∏
v Mv has codimension

(s − 1) dimX and taking the quotient via q eliminates another s − 1 dimensions. Passing
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from M′
0(R

m,∆) to M0(R
m,∆) reduces the dimension by |∆|. From this the claim easily

follows. �

Corollary 1.5.19. Assume that all vertices of a combinatorial type α of degree ∆ curves in X are
good, then

| Z(α)| ⊂ |M0(X ,∆)|poly,

In particular | Z(α)| ⊂ N (α).

PROOF. If dimM(α) > dimX +|∆| − 3 − KX .∆ it follows from Lemmas 1.5.17 and
1.5.18 that [Z(α)] = 0 · [M(α)]. The second part of the statement follows from N (α) =
N∆,X (α) ∩ |M0(X ,∆)|poly. �

Definition 1.5.20 (Weights on M0(X ,∆)). Assume that all vertices of all combinatorial
types of degree∆ curves in X are good. Then we can equip the maximal cells ofM0(X ,∆)

with weights as follows. Let M(α) be a maximal cell. Then the gluing cycle Z(α) defined
in Construction 1.5.13 equals the cell M(α) with some weight ωα by Lemma 1.5.17 and

Corollary 1.5.19. We define ωα as the weight ofM(α) inM0(X ,∆). We will see in Theorem
1.5.21 that M0(X ,∆) is balanced with these weights.

What is left to show is thatM0(X ,∆) becomes a tropical variety if we equip it with weights
from the previous definition. The idea of the proof is thatM0(X ,∆) is locally given by glu-
ing cycles Z(α) for non-maximal combinatorial types, which are balanced by construction.
We then have to show that the weights of two gluing cycles Z(α) and Z(β) coincide where
they are both defined, i.e. the gluing weights are well-defined.

Theorem 1.5.21. Assume that all vertices that can possibly occur in combinatorial types of degree
∆ curves in X are good vertices and let β be a resolution of α. If | Z(β)| = ∅ we have | Z(α)| ∩
M(β) = ∅. If | Z(β)| 6= ∅, there is an open polyhedral subset U ⊂ |Z(β)| which is also an open
subset of | Z(α)| such thatM(β) ⊂ U and

Z(α) ∩ U = Z(β) ∩ U.

In particularM0(X ,∆) is a tropical variety and Z(α) = M0(X ,∆) ∩N (α).

PROOF. For each vertex v in α there is a unique resolution βv of v which is the piece
of β obtained by cutting β along all edges inherited from α, cf. Construction 1.5.5. We
now want to describe the gluing cycle for the combinatorial type β. For a vertex u of β we
want to denote the local moduli space from (17) byN u in order to distinguish it from those
belonging to vertices of α. Let

Q :
∏

w∈Vα

∏

u∈Vβw

N u −→


 ∏

w∈Vα

∏

u∈Vβw

N u


 /Lβ

denote the quotient map and let EV∗ ∆X denote the product that glues all bounded edges
in β as in Construction 1.5.13. We call the embedding into the moduli space

F : Q


EV∗ ∆X .

∏

w∈Vα

∏

u∈Vβv

N u


 −→ M′

0(R
m,∆).

Let the gluing cycle of α be given by

Z ′(α) = f∗q

[
ev∗ ∆X .

∏

v∈Vα

Mv

]

with all the notation as in Construction 1.5.13.

Let σf ′ be the cell of X into whose relative interior the flag f ′ of α is mapped. Similarly,
for an edge e = {f1, f2} of α, σe denotes the cell into whose relative interior the edge
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is mapped. Obviously, σe = σf1 = σf2 in this case. In a resolution β of α, each flag

will degenerate into the relative interior of a possibly bigger cell σβ
f ′ ≥ σf ′ . By Corollary

1.4.10 there exists a neighbourhood Fβ
f ′ of (σ

β
f ′)◦ in X ∩X (σβ

f ′), such that pulling back the
diagonal is compatible with restrictions, cf. Figure 3. We choose these neighbourhoods

such that Fβ
f1

= Fβ
f2

=: Fβ
e if e = {f1, f2} is an edge of α, and such that the relative interior

of σβ
e := σβ

f1
= σβ

f2
is a central cell of Fβ

e . For every vertex u of β we want to define

(21) N ε
u := N u ∩

⋂

f ′

ev−1
f ′ | Fβ

f ′ |

where the intersection runs over all flags f ′ of α which are incident to u and element of an
edge of α. For edges e of α we define X e := X ∩X (σe) as in Construction 1.5.13. In the
same way we define X e for those edges of β which are not edges of α. If we consider the

edges of α as edges in β, they are mapped into (σβ
e )

◦ and we define X β
e := X ∩Fβ

e .

Nowwe have to define some maps in order to do computations. For each edge e = {f1, f2}
of βv let as in Construction 1.5.13

evve := (evf2 × evf2) ◦ pr :
∏

u∈Vβv

N u −→ X 2
e,

where pr denotes the projection onto Mu1 ×Mu2 , with ui incident to fi for i = 1, 2. For
each vertex v of α and each edge e of βv denote by ẽvve the composition of evv

e with the
projection prv :

∏
w∈Vα

∏
u∈Vβw

N u −→
∏

u∈Vβv
N u. Denote the quotient map for gluing of

βv by

qv :
∏

u∈Vβv

N u −→ (
∏

u∈Vβv

N u)/Lβv

and let fv denote the embedding into M′
0(R

m,∆v), as in (19). Abbreviate the product

maps q̃ =
∏

v q
v as well as f̃ =

∏
v f

v. Furthermore, let êve = eve ◦f̃ and ẽve = êve ◦ q̃.

Now we are prepared for the computations:

U := F∗Q


EV∗ ∆X .

∏

w∈Vα

∏

u∈Vβw

N ε
u




(a)
= f∗q


f̃∗q̃


EV∗ ∆X .

∏

w∈Vα

∏

u∈Vβw

N ε
u






def.
= f∗q


f̃∗q̃





( ∏

e∈Eα

ẽv∗e∆Xβ
e

)
.
∏

v∈Vα


 ∏

e∈Eβv

(ẽvv
e)

∗∆X e




 .

∏

w∈Vα

∏

u∈Vβw

N ε
u






(b)
= f∗q


f̃∗



( ∏

e∈Eα

êv∗
e∆Xβ

e

)
.q̃




 ∏

v∈Vα


 ∏

e∈Eβv

(ẽvv
e)

∗∆X e




 .

∏

w∈Vα

∏

u∈Vβw

N ε
u








(c)
= f∗q



( ∏

e∈Eα

ev∗e ∆Xβ
e

)
.f̃∗q̃




 ∏

v∈Vα


 ∏

e∈Eβv

(ẽvv
e)

∗∆X e




 .

∏

w∈Vα

∏

u∈Vβw

N ε
u






(d)
= f∗q



( ∏

e∈Eα

ev∗
e ∆X e

)
.f̃∗q̃


 ∏

v∈Vα




 ∏

e∈Eβv

(evv
e)

∗∆X e


 .

∏

u∈Vβv

N ε
u








(e)
= f∗q



( ∏

e∈Eα

ev∗e ∆X e

)
.
∏

v∈Vα

fv
∗ q

v




 ∏

e∈Eβv

(evv
e)

∗∆X e


 .

∏

u∈Vβv

N ε
u





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Equality (a) follows from Lemma 1.3.11, we just have to check that F ◦ Q = f ◦ q ◦ f̃ ◦ q̃
holds on the cycle EV∗(∆X ).

∏
w∈Vα

∏
u∈Vβw

N u. The map q̃ forgets the gluing points for

all edges of β that did not occur in α. The map f̃ measures distances between the leaves
of the pieces βv and computes the barycentre of each of these pieces. Then q forgets the
gluing points for the edges inherited from α and f adds all the distances measured by

f̃ to the total distances between leaves in α. Furthermore f computes the barycentre of
the whole curve. This is the same as F does, while Q forgets all gluing points at once.
Also dimLα + dim

∏
v Lβv

= dimLβ by counting the number of edges involved. These are
exactly the lineality spaces that we mod out by q, q̃ and Q respectively. Hence the premises
of Lemma 1.3.11 are satisfied.

Equality (b) follows from Lemma 1.4.7 and equality (c) is an application of the projection
formula 1.4.5. For equality (d) we used the choice of N ε

u in (21) and Corollary 1.4.10. Fur-
thermore, we apply Lemma 1.4.8 several times. Equality (e) follows from the properties of
push forward under a product morphism.

In (17) we defined the local moduli space Mv of v as the restriction of M′
0(X v,∆v) to the

set of curves which are mapped into X (σv). Now | Fβ
f ′ | ⊂ X (σv) and we want to further

restrictMv to

Mε
v := Mv ∩ N ′(βv) ∩

⋂

f ′∈Fv

ev−1
f ′ | Fβ

f ′ |.

We have Z ′(βv) = M′
0(X v,∆v) ∩ N ′(βv) if dimM(βv) ≤ vdim(v), as v is a good vertex

by assumption. If dimM(βv) > vdim(v) all vertices of β and thus also of βv, are good by
assumption. Therefore we can define a gluing cycle, which then satisfies

[
Z ′(βv)

]
= ∅ as

in Corollary 1.5.19. Furthermore N ′(βv) = ∅ by definition. Hence Z ′(βv) = M′
0(X v,∆v) ∩

N ′(βv) holds in every case. From the definition of Z ′(βv) andMε
v we conclude that

Mε
v = fv

∗ q
v




 ∏

e∈Eβv

(evv
e)

∗∆X e


 .

∏

u∈Vβv

N ε
u


 .

If we use this to continue the above computation, we see that

(22) U = f∗q

[( ∏

e∈Eα

(evv
e)

∗∆X e

)
.
∏

v∈Vα

Mε
v

]
.

By Lemma 1.5.17 Z ′(β) contains M′(β) in a central cell. Recall that (σβ
e )

◦ is a central cell of

Fβ
e . Therefore also U contains M′(β) in a central cell, which can be seen exactly as in the

proof of Lemma 1.5.17. Obviously | Z(β)| = ∅ implies that | U | = ∅ and by definition of
Z(α) we obtain | Z(α)| ∩M(β) = ∅.

If | Z(β)| 6= ∅ we conclude that | U | ⊂ |Z ′(β)| is open, since for each vertex u of β the
support | N ε

u | is open in | N u |. Furthermore M′(β) ⊂ |U | by the statement about the
central cell. By definition |Mε

v | ⊂ |Mv | is open as well and we see that | U | is also open in
| Z ′(α)|. Hence we can restrict to | U | and obtain U = Z ′(α) ∩ U from (22). If we define U
to be the image of | U | in M′

0(R
m,∆), this immediately yields Z(β) ∩ U = Z(α) ∩ U .

For the "in particular" part of the statement, letM(β) ∈ M0(X ,∆) be a maximal cell, where

β is a resolution of α. Then by Definition 1.5.20 the weight ωβ of M(β) in M0(X ,∆) is the
weight of M(β) in Z(β).

If ωβ = 0 then | Z(β)| = ∅ and hence | Z(α)| ∩M(β) = ∅. Let now ωβ 6= 0 and β ≥ γ ≥ α.
We have | Z(β)| 6= ∅ and hence there is an open setM(β) ⊂ U ⊂ |Z(β)| that is also open in
| Z(γ)|. In particular M(β) ⊂ |Z(γ)| 6= ∅. By the same argument also M(γ) ⊂ |Z(α)| 6= ∅.
From Lemma 1.5.17 we obtainM(α) ⊂ |Z(α)|. So we conclude

|M0(X ,∆)| ∩ N (α) = | Z(α)|.
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f ′

σβ
f ′

F(σβ
f ′)

FIGURE 3. Here σf ′ is the origin and f ′ is a flag in a contracted edge, in-
dicated as a bold dot. Only a part of a resolution of β is indicated in the
picture.

Applying the same arguments again, we obtain an open subset M(β) ⊂ U ⊂ |Z(β)| =
M(β) such that Z(α) ∩ U = Z(β) ∩ U . Therefore Z(α) ∩ M(β) = Z(β). Putting this
together with the equality of the supports, we obtain Z(α) = M0(X ,∆) ∩N (α).

For a codimension one cell M(α) ∈ M0(X ,∆) this implies that M0(X ,∆) is a tropical
variety, because Z(α) is balanced by construction. �

Note that in order too show that M0(X ,∆) is balanced, we actually only needed that the
vertices of maximal and codimension one combinatorial types are good.

In order to obtain a tropical variety M0(X ,∆) from gluing, we will have to show that all
vertices are good with respect to our given moduli data. Unfortunately we can do this only
if dimX = 1 and for a few special cases of hypersurfaces up to now, cf. Chapter 3. To
simplify this task we state the following two lemmas.

Lemma 1.5.22. Let (X ′,∆′) be a vertex type with rdim(X ′,∆′) > 1, whereX ′ is a smooth tropical
fan which is either a hypersurface or a curve. If all vertices of all non-trivial combinatorial types of
degree∆′ curves in X ′ are good, then also (X ′,∆′) is good.

PROOF. Let α be a non-trivial combinatorial type of degree ∆′ curves in X ′. As all
vertices of α are good by assumption, we can apply Theorem 1.5.21, which tells us that
M0(X

′,∆′) is a tropical variety with Z(α) = M0(X
′,∆′) ∩N (α). Hence (X ′,∆′) is good.

If there is no non-trivial combinatorial type, we have
[
M′

0(X
′,∆′)

]
= [∅] by Definition

1.5.10 for dimension reasons. In this case it follows immediately that (X ′ ∆′) is good. �

Note that even though the above lemma is very simple, it is also very useful: If one at-
tempts to show that all vertex types are good, one can try to prove this by induction on
the classification number. In such an inductive proof, we could assume that all vertices of
non-trivial combinatorial types are good by Lemma 1.5.7. Thus, in such an inductive proof,
we could restrict to considering vertex types of resolution dimension one. In fact, this will
be our approach in the proof of Theorem 3.2.14.

For a vertex type of resolution dimension one we cannot apply Theorem 1.5.21 to prove that
it is a good vertex type, as we do not know whether the vertex of the trivial combinatorial
type is good or not.

By next lemma we can even restrict to considering virtual dimension one.
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Lemma 1.5.23. Let∆ be a degree of tropical curves in Lr+1
r ×Rm. Furthermore denote the projec-

tion by pr : Lr+1
r × Rm −→ Lr+1

r and let ∆ := pr(∆). If the vertex type (Lr+1
r ,∆) is good, then

so is (Lr+1
r × Rm,∆).

PROOF. This proof is similar to the proof of Lemma 1.5.15. We want to abbreviate
X = Lr+1

r ×Rm and X = Lr+1
r . The projection pr induces a morphism between the moduli

spaces

Q : M′
0

(
Rr+1+m,∆

)
−→ M′

0(R
r+1,∆).

If we consider the moduli spaces in barycentric coordinates, the morphism Q just becomes
id× pr : M′

0,N ×Rr+1+m −→ M′
0,N ×Rr+1. Hence this morphism is a quotient morphism

with kernel Rm. In these coordinates we clearly have

M0(X ,∆) =
{
σ × Rm |σ ∈ M0(X ,∆)

}

for the polyhedral complexes from Definition 1.5.10.

We want to show by induction on the classification number, that (X ,∆) is good if (X ,∆)

is, and M0(X ,∆) = M0(X ,∆) × Rm as tropical varieties. If rdim(Lq′

r′ × Rm′

,∆′) = 0, the
claim directly follows from Definition 1.5.9 and Construction 1.5.11. As we saw before, the
smallest possible value of a classification number is 3, which belongs to a vertex type of
resolution dimension zero.

So let now rdim(X ,∆) > 0 and assume α = (G, (∆v , σv)v∈VG
) is a non-trivial combinatorial

type of degree ∆ curves in X . Let α = (G, (∆v, pr(σv))v∈VG
) be the combinatorial type of

degree∆ curves in X that is induced by α, where∆v = pr(∆v). For every vertex v of α, we
denote the local moduli space of v in α as in (17) by Mv. As N[(X ,∆)] > Nv holds for every
vertex v of α by Lemma 1.5.7, we can assume by induction that every vertex v of α is good
and Mv = Mv ×Rm in barycentric coordinates. Here Mv is the local moduli space of v in
α as in (17).

We want to show Q(Z ′(α)) = Z ′(α). Let f and q be as in Construction 1.5.13 and let q
denote the quotient by Lα. The projection also induces quotient morphisms

Qv : M′
0(R

r+1+m,∆v) −→ M′
0(R

r+1,∆v)

for the local degrees. As for Q, this morphism just becomes id× pr in barycentric coordi-
nates. The product of the quotients

∏
v Q

v injectively maps Lα to Lα and hence there is a

unique quotient morphism Q̃ such that Q̃ ◦ q = q ◦ (
∏

v Q
v).

For an edge e of αwe defined evaluations eve :
∏

v Mv −→ X 2
e in Construction 1.5.13. Now

consider e = {f1, f2} as edge of α and let X e := pr(X e). Obviously we haveX e = X e×Rm.
We can similarly define an evaluation

eve := (evf1 × evf2) ◦ pre :
∏

v

Mv −→ X
2

e,

where pre denotes the projection onto Mv1 ×Mv2 with vi incident to fi for i = 1, 2. Fur-
thermore let

êve := (idRm × idRm) ◦ pr′e :
∏

v

Rm −→ (Rm)2

where pr′e denotes the projection onto the two copies of Rm that belong to v1 and v2. We
obtain a decomposition

(23) eve = eve × êve :
∏

v

Mv =
∏

v

Mv ×
∏

v

Rm −→ X
2

e × (Rm)2 = X 2
e .
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We want to denote the embedding as in (19) of the gluing cycle of α into the moduli space

M′
0(R

q,∆) by f . We clearly have Q ◦ f = f ◦ Q̃ and we obtain

Q(Z ′(α)) = Qf∗q

[(∏

e

ev∗
e ∆X e

)
.
∏

v

Mv

]

(1)
= f∗Q̃q

[(∏

e

(eve × êve)
∗∆X e×Rm

)
.
∏

v

(Mv ×Rm)

]

(2)
= f∗q (

∏

v

Qv)

[[(∏

e

ev∗
e∆X e

)
.
∏

v

Mv

]
×M

]

(3)
= f∗q

[(∏

e

ev∗
e∆X e

)
.
∏

v

Mv

]
= Z ′(α).

Equality (1) is an application of Lemma 1.3.11 with Q ◦ f = f ◦ Q̃ ◦ id ◦ id and (23). For
equality (2) we apply Lemma 1.4.9 andwe abbreviateM :=

(∏
e êv

∗
e∆Rm

)
.
∏

v Rm. Clearly

|M | is a linear subspace of
∏

v Rm and as the restriction of
∏

v Q
v to

∏
v M

′
0(R

q,∆v)×M
has kernel |M |, we can take the quotient byM via

∏
v Q

v which yields equality (3).

The equality Q(Z ′(α)) = Z ′(α) applied to every non-trivial combinatorial type α yields an
equality M0(X ,∆) = M0(X ,∆) × Rm as tropical varieties and that (X ,∆) is good. This
proves the induction hypotheses for (X ,∆).

If there is only the trivial combinatorial type τ , then [M0(X ,∆)] = ∅ for dimension reasons
and hence (X ,∆) is also good in this case. Furthermore, there is also only the trivial com-
binatorial type of degree ∆ curves in X and therefore also

[
M0(X ,∆)

]
= [∅]. So even in

this case (X ,∆) satisfies the induction hypotheses. �

1.6. Examples of gluing

In this section we will give several examples for the gluing construction 1.5.13, so we will
stick to the notation from there.

Example 1.6.1. Let X = L2
1 be a tropical line in R2 and let α be the combinatorial type

of arbitrary degree ∆ = (δ1, ..., δn) curves in L2
1 which is depicted below. Assume that

rdim(v) = rdim(v1) = rdim(v2) = 0.

v2

v
ω1

ω2

v1

Let Ii ⊂ [n] be the set of labels of leaves which are incident to the vertex vi of α, for i = 1, 2.
Furthermore let the unique leaf incident to v be x1 and let the edges be given by e1 :=
{v, v1} = {f1, f ′

1} and e2 := {v, v2} = {f2, f ′
2}, where fi is incident to v for i = 1, 2. Let

ωi be the weight of the edge ei. For any vertex u of α let Fu denote the flags of α which
are incident to u. Assume that σv = σ1, the ray generated by the standard basis vector
e1. By the assumption on the resolution dimension, each local moduli space consists of
only one cell, and we can explicitly describe isomorphisms to open polyhedra in some Rk.
Mv is isomorphic to RFv

>0 × R>0e1 with lattice ZFv

× Ze1, where the isomorphism maps
uf ′ (cf. Construction 1.2.9) to the standard basis vector ef ′ for flags f ′ ∈ F v and the last
coordinate is the position of the image of v in σ◦

1 = R>0e1. Similarly, Mvi is isomorphic
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to RFvi

>0 with lattice ZFvi for i = 1, 2. We have X (σe1 ) = X (σe2 ) = R>0e1 and let X ei =
X ∩X (σei) as in Construction 1.5.13. Therefore we can pull back the diagonal of X ei as

ev∗ei min(x − y, 0) = min(evfi − evf ′
i
, 0), where x, y are the coordinates of X 2

ei . This was
explained in Construction 1.4.2. Note that the evaluations are linear on Mv ×Mv1 ×Mv2 ,
therefore we can use Lemma 1.2.9 of [Rau09] to see that ev∗ ∆X .(Mv ×Mv1 ×Mv2) is the
kernelK of the matrix below. By the same lemma, the weight equals the index of the matrix
times the weight of Mv ×Mv1 ×Mv2 , which is ωvωv1ωv2 . It is known that the index of a
matrix is the absolute value of the greatest common divisor of its maximal minors.

e1 ef1 ef2 ef ′
1

ef ′
2

rest of the coordinates
evf1 − evf ′

1
1 −ω1 0 −ω1 0 0

evf2 − evf ′
2

1 0 −ω2 0 −ω2 0

The matrix has three nonzero maximal minors with absolute values ω1, ω2 and ω1ω2. Thus
the weight of K equals

ωα := gcd(ω1, ω2)ωvωv1ωv2 .

To compute the index of the push-forward, we have to express the embedding f into
M′

0(R
m,∆) (cf. (19)) in a lattice bases of K . The kernel K is (n + 3)-dimensional and

spanned by the primitive integral vectors b1 = ef1 − ef ′
1
, b2 = ef2 − ef ′

2
which also generate

the lineality space Lα that we have to mod out, b = 1
gcd(ω1,ω2)

(ω1ω2e1 + ω2ef1 + ω1ef2) and

by exj
for j ∈ [n]. As usual we denote the map to the quotient by Lα by q. As embedding

intoM0(R
2,∆) (with barycentric coordinates) we obtain

f


λq(b) +

n∑

j=1

µjq(exj
)


 =

λ

gcd(ω1, ω2)
(ω2vI1 + ω1vI2) +

n∑

j=1

µjuj

− λ
ω1ω2

2 gcd(ω1, ω2)
e1 −

1

2

n∑

j=1

µjδj

where the vectors vIi for i = 1, 2 and uj for j ∈ [n] are as in Construction 1.2.9. One can see
that f(q(K)) = M′(α) and that the lattice ΛM′(α) is generated by

1

gcd(ω1, ω2)
(ω2vI1 + ω1vI2)−

ω1ω2

2 gcd(ω1, ω2)
e1 and uj −

1

2
δj for j ∈ [n] .

So we see that f is a surjection onto the lattice ΛM′(α) and hence the weight of the cell

M′(α) = | Z ′(α)| in the gluing cycle Z ′(α) is equal to ωα.

Example 1.6.2. Again, letX = L2
1 be a tropical line in R2 and let α be the combinatorial type

of degree∆ curves in L2
1 which is depicted below. Assume that rdim(u) = rdim(v) = 0.

v
ωu

Let the unique edge, which has weight ω, be given by e := {f, f ′} where the flag f is
incident to u and f ′ to v. We proceed exactly as in the previous example, so let the notation
be the same as there, we just omit the index i. This time we only have one pull back of the
diagonal. We obtain the weight of the cell ev∗ ∆X .(Mv ×Mu) as the index of the matrix

e1 ef ef ′ rest of the coordinates
evf − evf ′ 1 −ω −ω 0
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which is clearly 1, times the weight ωvωu of Mv ×Mu. Computations very similar to
those in the previous example show that the push forward under the embedding f into
M′

0(R
2,∆) preserves the weight. Hence we obtain that the cell M′(α) has the weight

ωα = ωvωu

in the gluing cycle Z ′(α).

Example 1.6.3. Consider the degree∆ = (e1, e2, e0 + e3) of tropical curves in L3
2. We want

to check that (L3
2,∆) is a good vertex type with respect to suitable moduli data. We have

that vdim(L3
2,∆) = 1, and there are three admissible combinatorial types of geometric

dimension one. Moving the trivial combinatorial type into direction e0 yields α1, moving
it into direction e3 yields α2 and moving into direction e1+ e2 yields α3. The combinatorial
types α1 and α2 only have one vertex each, therefore the gluing cycle is identical to the local
moduli space. The local moduli spaces only consist of one cell as the resolution dimension
of the vertex is zero in both cases. We want to assign the weight 1 as moduli data to both
of them. The picture below shows α3.

v
w

The vertices of α3 are also of resolution dimension zero and we assign weight 1 to both of
them as well. Let F v = {f ′, x3} denote the flags incident to v and Fw = {x1, x2, f} those
incident to w. Here the xj are the leaves of the curves. Then the local moduli space Mv

is isomorphic to RFv

>0 with lattice ZFv

and Mw is isomorphic to RFw

>0 × R2
>0 with lattice

ZFw

× Z2. We denote the standard basis vectors by ef for each flag and the standard basis
vectors of the factor R2

>0 by e1 and e2. As before, those copies of R>0 belonging to flags
record the length of the leaves and the additional R2

>0 records the position of the image of
w in the cone σ12 of L3

2 which is spanned by e1 and e2. As in the previous examples we
obtain the weight of ev∗ ∆X .(Mv ×Mw) as the index of the matrix below

e1 e2 ef ef ′ rest of the coordinates
(evf − evf ′)1 1 0 −1 −1 0
(evf − evf ′)2 0 1 −1 −1 0

which can easily be seen to be 1 by computing maximal minors. The indices 1, 2 at the
evaluations denote the projection to the corresponding coordinate. As before we can check
that push forward under the embedding into M′

0(R
3,∆) preserves the weight and hence

M(αi) has weight 1 in the gluing cycle for i = 1, 2, 3.

By definition M0(L
3
2,∆) is a closed fan in M0(R

3,∆) ∼= R3 (in barycentric coordinates)

consisting of the one dimensional cellsM(αi) for i = 1, 2, 3withweights 1. As the primitive
integral generators of these three rays are e0, e3 and e1 + e2, this is balanced and hence the
vertex type is good.

Example 1.6.4. Consider the "kitchen hood" surface X ⊂ R3 that consists of four copies
of L3

2 as in the picture below. There is one bounded cell σ ∈ X , namely the square in
the middle. We fix coordinates in R3 as follows. Let α be the combinatorial type which
is depicted in the middle of the picture below. The front vertex v of α is mapped to the
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origin and the vertex w in the back is mapped to (P, P, 0) with P < 0. If we denote e0 =
−e1 − e2 − e3, the combinatorial type α has degree ∆ = (e1 + e2 − e3, e3, e3, e0). As
KX .∆ = 2, we obtain dimM0(X ,∆) = 1.

α1 α2

α3

α4

v
w

Both vertices v and w are of the same vertex type, which is good by the previous example.
We denote by F v = {x1, x2, f ′} the flags incident to v and by Fw = {x3, x4, f} those which
are incident to w. Here the xj are the leaves of α. The unique edge is then e := {f, f ′}.
The local moduli space Mv is isomorphic to L2

1 × RFv

>0 with lattice Z2 × ZFv

. We denote

the coordinates on the ambient vector space R2 × RFv

by (x′, y′, lx1 , lx2 , lf ′). Under this
isomorphism, moving the vertex v into direction −e1 corresponds to the coordinate x′ and
moving into direction −e2 corresponds to y′. To be precise we also have to restrict to the
open polyhedron {x′, y′ < P}∩{lf ′ < P −x′}∩{lf ′ < P − y′}, but this will be unnecessary
if we are only interested in the weights on the gluing cycle. In the same way, the local
moduli space Mw is isomorphic to a restriction of L2

1 × RFw

>0 to an open polyhedron in the

ambient vector space R2×RFw

. This time we denote the coordinates of the ambient vector
space by (x, y, lx3 , lx4, lf ), where the coordinate x corresponds to moving w from (P, P, 0)
into direction e1 and y corresponds to moving into direction e2. With this we obtain for
the evaluation morphisms evf (x, y, lx3 , lx4 , lf ) = (P + x + lf )e1 + (P + y + lf )e2 and also
evf ′(x′, y′, lx1 , lx2 , lf ′) = (−x′ − lf ′)e1 + (−y′ − lf ′)e2. Pulling back two suitable functions

cutting out the diagonal of the restriction of X 2 to X (σ)2 = (σ◦)2 (which is locally R2) via
eve = evf ′ × evf , we obtain that

ev∗ ∆X .(Mv ×Mw) = min(x+ x′ + lf + lf ′ ,−P ).min(y + y′ + lf + lf ′ ,−P ).(Mv ×Mw).

Computing this intersection product, dividing by the lineality space Lα and embedding
this into M′

0(R
3,∆), we obtain a vertex with four adjacent rays of weight 1 which corre-

spond to the pictures above. This example was computed using the polymake extension
a-tint of S. Hampe [Ham12]. The picture below indicates the polyhedral complex struc-

ture of all M(γ) for admissible combinatorial types γ which are resolutions of α. The two
combinatorial types α1 and α3 can be resolved to a "larger" combinatorial type β which
does not occur in M0(X ,∆). This example also shows that there are in general admissible
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combinatorial types of too high dimension. In this case the reason for the existence of ad-
missible combinatorial types of too high dimension is that X is special. If the cell σ would
not be a square, β could not exist.

β

α1

α3

β

α2

α4

Example 1.6.5. Let X = L3
2 and ∆ = (e0 + e3, e0 + e3, 2e1, 2e2) be a degree of tropical

curves in L3
2. We have vdim(L3

2,∆) = 1 and we will show that (L3
2,∆) is a good vertex

type for a suitable choice of moduli data.

There is an admissible combinatorial type α1 of geometric dimension one which looks as
in the picture below. The red numbers indicate the leaves of the curve which are of weight
two. The vertexw is four-valent, hence there are two two-valent vertices v1 and v2 mapping
to the origin.

v1

v2w2

2

α1

The local moduli spaceMw is isomorphic to a restriction ofM′
0(R

2,∆w) to an open polyhe-
dral subset. The vertices v1 and v2 are of resolution dimension zero, hence they are good.
The local moduli spaces Mvi for i = 1, 2 are clearly isomorphic to R2

>0 and we want to
equip them with weight 1. Using a-tint to compute ev∗ ∆X .(Mw ×Mv1 ×Mv2) we see
that it consists of only one cell with weight 2 which embeds intoM′

0(R
3,∆) asM′(α1), af-

ter dividing by the lineality space Lα1 . As before, the embedding intoM′
0(R

3,∆) preserves
the weight.

Let the combinatorial types α2 and α3 of curves of degree ∆ in L3
2 be as in the picture

below. Again, the red numbers indicate the edges of weight two. Note that in both pictures
w is a three-valent vertex, as in α3 there emanate two leaves of weight one into the same
direction, e0 + e3. Note that for α2 and α3 we have that rdim(v) = rdim(w) = 0.
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v
w2

2

2

α2

v
2 2

2

w

α3

As moduli data we assign weight − 1
2 to the vertex type (L3

2, (2e1 + 2e2, e0 + e3, e0 + e3))

of v in α2 and weight 1
2 to the vertex type (L3

2, (2e1, 2e2, 2e0 + 2e3)) of v in α3, as these are
the weights from Conjecture 3.1.7. We explicitly compute the weights in Section 3.4. As in
Example 1.6.3 we can see that gluing v to w does not change these weights, and we obtain
M(α2) with weight − 1

2 andM(α3) with weight 1
2 .

There are two more admissible combinatorial types of degree ∆ of geometric dimension
one. We can move the trivial combinatorial type into direction e0 and obtain α4, or we can
move it into direction e3 and obtain α5. These types both have only one vertex which is
of resolution dimension zero. Hence M(α4) andM(α5) both just occur with the weight of
the vertex type of their unique vertex, which we choose as 1.

Let ri denote the primitive integral generator of the rayM(αi) inM0(R
3,∆), for i = 1, ..., 5.

Using barycentric coordinates we have r1 = e1 + e2, r2 = v12 + e1 + e2, r3 = v12 + e0 + e3,
r4 = e0 and r5 = e3. The weighted sum of these vectors is zero, hence M0(L

3
2,∆) is

balanced and (L3
2,∆) is a good vertex type.

Example 1.6.6 (M0(X ,∆) may be reducible). Let X = L3
2 and let ∆ = (δ1, δ2, δ3, δ4) be

a degree of tropical curves in L3
2, with δ1 = δ2 = e1 + e2 and δ3 = δ4 = e0 + e3. Then

vdim(L3
2,∆) = 1 and we will show that the vertex type (L3

2,∆) is good. There are six ad-
missible combinatorial types of degree ∆ curves in L3

2 of geometric dimension one, which
we will describe now. We will call the leaves of each combinatorial type xj for j = 1, 2, 3, 4,
having direction vector v(xj) = δj (cf. Definition 1.2.12).

We canmove the trivial combinatorial type into direction e1+e2 and obtain α1 and moving
it into direction e0 + e3 yields α2. The combinatorial type α1 has three vertices: w, which is
mapped into the relative interior of the cone σ12 of L3

2, and two vertices v1 and v2 which are
mapped to the origin. Gluing this combinatorial type works exactly as for the type α1 of
the previous example and yields weight 2 onM(α1). For reasons of symmetry, alsoM(α2)
is of weight 2.

There is a combinatorial type α3 with two vertices, w which is mapped into σ◦
12 and ad-

jacent to a vertex v that is mapped to the origin. In this case the vertex v is of vertex
type

(
L3
2, (2e1 + 2e2, e0 + e3, e0 + e3)

)
and hence of weight − 1

2 . As for α2 in the previ-

ous example we obtain that M(α3) has gluing weight − 1
2 . The combinatorial type α4

also consists of two three-valent vertices v and w. The vertex w is mapped into the rel-
ative interior of σ03 and again v is mapped to the origin. As before v is of vertex type
(L3

2, (2e0 + 2e3, e0 + e3, e0 + e3)). Symmetry yields weight − 1
2 also forM(α4).

The combinatorial type α5 has two three-valent vertices v and w which are both mapped
to the origin. They are adjacent via an edge which is contracted by the map into R3. Here
the leaves x1 and x3 are adjacent to v and x2 and x4 are adjacent to w. The combinatorial
type α6 looks the same, but with x1 and x4 adjacent to v and x2 and x3 adjacent to w. A
computation shows that both combinatorial types have gluing weight −1.
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Let now ri denote the primitive integral vector on the rayM(αi) inM0(R
3,∆) in barycen-

tric coordinates, where i = 1, ..., 6. We obtain r1 = e1 + e2, r2 = e0 + e3, r3 = v12 + e1 + e2,
r4 = v12 + e0 + e3, r5 = v13 and r6 = v14. The weighted sum of these vectors is zero

and hence (L3
2,∆) is a good vertex type. Also note that M(α1) and M(α2) already form a

proper tropical subvariety of M0(L
3
2,∆), hence this is reducible.

Example 1.6.7. We want to show that every vertex type (L1
0 × Rm,∆) is good, where the

moduli data are 1 for every occurring vertex type of resolution dimension zero.

We can use Lemma 1.5.23 to reduce this to the case of vertex types (L1
0,∆). Of course

we must have ∆ = (0, ..., 0). For such vertex types we have N[(L1
0,∆)] = |∆| for the

classification number and rdim(L1
0,∆) = |∆| − 3 for the resolution dimension. Clearly

the vertex type of resolution dimension zero is good. So consider the vertex type with
1 = rdim(L1

0,∆) = |∆| − 3, hence |∆| = 4. Using any sort of coordinates we obtain that
M0(R,∆) ∼= M0,4 ×R and that M0(L

1
0,∆) has support |M0,4 | × 0 as polyhedral com-

plex. Consider the combinatorial type α of degree ∆ curves in L1
0 whose graph has two

vertices v and w, such that F v = {x1, x2, f1} are the flags of α which are incident to v
and Fw = {x3, x4, f2} are the flags incident to w. Here the xj for j ∈ [4] are the leaves of
α. We have rdim(v) = rdim(w) = 0. Clearly the local moduli spaces are isomorphic to
Mv

∼= RFv

>0 with lattice ZFv

andMw
∼= RFw

>0 with lattice ZFw

. We want to assign weight 1
to both of them. The pull back of the diagonal has no influence on the gluing cycle, as L1

0

is just a point. Let q : Mv ×Mw −→ (Mv ×Mw)/Lα denote the quotient map. We then
obtain the embedding f : (Mv ×Mw)/Lα −→ M′

0,4 ×R as f(q(ef1)) = f(q(ef2)) = v12 and
f(q(exj

)) = uj for j ∈ [4], cf. Construction 1.2.9. So push forward along f does not change
the weight of the gluing cycle and we conclude thatM(α) occurs with weight one in Z(α).
The same also holds for the other two combinatorial types by symmetry. Hence we obtain
an equality of tropical varieties M0(L

1
0,∆) = M0,4 ×0. This proves that (L1

0,∆) is good if
it is of resolution dimension one. For all higher resolution dimensions, the claim follows
inductively as in the proof of Lemma 1.5.22.

Similarly one can prove that actually M0(L
1
0 × Rm,∆) ∼= M0(R

m,∆). So the gluing con-
struction recovers the already known moduli spaces of stable maps to Rm. We only have
to consider Rm as a hypersurface in some larger vector space, as we only defined gluing
for hypersurfaces or curves.

Even though the choices of the weights in the above examples might look quite arbitrary,
they are all defined by one formula in Conjecture 3.1.7 and those occurring in these exam-
ples are computed in Section 3.4.



CHAPTER 2

Relations between algebraic and tropical moduli spaces

We saw in Chapter 1 that even for a tropical fan X it is already very difficult to find out
which combinatorial types of degree ∆ curves in X exist. Examples for growing |∆| sug-
gest that there is no feasible purely combinatorial description of these combinatorial types.
The aim of this chapter is to describe combinatorial types of degree∆ curves in X in terms
of deformations of algebraic stable maps into a toric variety. Therefore Section 2.1 is dedi-
cated to toric varieties and a description ofmorphisms into smooth projective toric varieties
X(Σ). In Section 2.2 we will consider |∆|-marked stable maps to a subvariety Y ⊂ X(Σ)
which satisfy certain multiplicity conditions to the toric boundary at the marked points.
These multiplicity conditions are given by ∆ and we will define a stackW∆,Y of such sta-
ble maps that can be deformed into irreducible curves. We will see that reducible curves in
W∆,Y correspond to combinatorial types of degree∆ curves in the tropicalisation of Y and
that these combinatorial types can be recovered from intersection theoretical properties of
W∆,Y . In Section 2.3 we will compute the expected dimension of W∆,Y and show that in
general it has a different dimension. We will therefore define a virtual fundamental class
ofW∆,Y which has the expected dimension, in order to benefit from the intersection theo-
retical description of combinatorial types later on in Chapter 3. We will study the locus of
reducible curves inW∆,Y in the last section, 2.4.

Throughout this chapter every scheme will be a noetherian scheme over C and the product
of schemes will always be the fibre product over SpecC. Furthermore projective and affine
spaces will always be over C, unless an index specifies something different.

2.1. Notions from toric geometry

First we want to introduce some basic notions from toric geometry, including intersec-
tion theory on toric varieties. We are aiming at a description of morphisms into smooth
and complete toric varieties X(Σ), which also allows to describe the pull back of the toric
boundary divisors nicely. This will be the content of Lemma 2.1.4. We do this, because
in the next section we will be interested in stable maps into smooth and projective X(Σ),
which also satisfy multiplicity conditions to the toric boundary. The main reference for this
section is the book [CLS11].

Let Λ be a lattice of rank m and let Σ be a rational fan inside V = Λ ⊗Z R such that
every cone is strictly convex, i.e. it does not contain a non-trivial linear subspace. To such
a fan there corresponds a normal and separated toric variety X(Σ) of dimension m, cf.
Section 3.1 of [CLS11]. We will partially explain this in the next paragraph. For every ray
ρ ∈ Σ(1) there is aWeil divisorDρ onX(Σ). The support ofDρ is itself a toric variety which
corresponds to the fan StarΣ(ρ). Furthermore, for any cone τ ∈ Σ we have that StarΣ(τ) is
the fan corresponding to the toric variety V (τ) :=

⋂
ρ∈τ(1)Dρ. Recall that τ(1) is the set of

one dimensional faces, i.e. the set of rays that span τ . As a toric variety V (τ) also contains
a dense subtorus which we denote O(τ). A fan Σ is called smooth if each cone is spanned
by a part of a Z-basis of Λ, in particular Σ is then also simplicial. By Theorem 3.1.19 of
[CLS11] X(Σ) is smooth if and only if Σ is. We call Σ complete if its support is |Σ|poly = V .
By Theorem 3.4.6 of [CLS11] Σ is complete if and only if X(Σ) is complete. Furthermore
X(Σ) is projective if and only if Σ is the normal fan of a polytope, which follows from the

67
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discussion in Section 7.2 of [CLS11]. Therefore we call a fan projective, if it is the normal fan
of a polytope.

Let us recall a part of the construction of X(Σ) from Σ. For a subsemigroup M ⊂ Λ∨

consider the C-vector space C [M ]which has the basis (χλ)λ∈M . We can define a C-algebra

structure on C [M ] via χλχλ′

:= χλ+λ′

for all λ, λ′ ∈ M , as this is a semigroup. For a cone
σ ∈ Σwe define the dual cone σ∨ := {m ∈ Λ∨⊗Z R | 〈m,x〉 ≥ 0 for all x ∈ σ}, which yields
a semigroup σ∨ ∩ Λ∨. The toric varietyX(Σ) is obtained from gluing affine varieties

Uσ := SpecC [σ∨ ∩ Λ∨]

for every cone σ ∈ Σ. The dense torus of X(Σ) is then given by SpecC [Λ∨], which clearly
is contained in each Uσ .

In the remaining part of this section we will assume that Σ is a complete and smooth fan of
dimensionm, even though some results also hold in slightly more general settings.

Now we briefly review intersection theory on toric varieties as discussed in [FS97]. Fulton
and Sturmfels defined the group of Minkowski weights in order to describe the Chow co-
homology Am−k(X(Σ)). We introduced Minkowski weights in (9). Theorem 2.1 in [FS97]
states thatAm−k(X(Σ)) is canonically isomorphic toMk(Σ), we will therefore identify both
groups. If X(Σ) is smooth, we even have Am−k(X(Σ)) ∼= Ak(X(Σ)) where the isomor-
phism is given by intersecting with the fundamental class. This is the Poincaré duality and
can be found for example in [Ful98], Corollary 17.4. Furthermore there is the Kronecker
duality for complete toric varieties Ak(X(Σ)) ∼= Hom(Ak(X(Σ)),Z) from [FS97], which
shows that Am−k(X(Σ)) and hence alsoAk(X(Σ)) is torsion free. IfX(Σ) is smooth we can

explicitly describe the isomorphism Ak(X(Σ))
∼
−→Mk(Σ) as

(24) [V ] 7→


deg(

∏

ρ∈τ(1)

Dρ). [V ]




τ

by [FS97], Proposition 3.1. Note the similarities to the tropical case (10).

We also want to describe the Picard group, as it is used to define a grading on the Cox ring
later on. As Σ is smooth the Weil divisors Dρ are also Cartier. In fact they generate the
Picard group: There is an exact sequence

(25) 0 −→ Λ∨ α
−→ ZΣ(1) β

−→ PicX(Σ) −→ 0

with homomorphisms given by α(λ) = (〈λ, uρ〉)ρ and β((aρ)ρ) =
∑

ρ aρDρ, cf. Theorem

4.2.1 of [CLS11]. By [CLS11] Proposition 4.2.5, PicX(Σ) is a free abelian group and hence
the above sequence is even split exact. As χλ is in the coordinate ring of the dense torus, it
is a rational function on X(Σ) and we obtain a principal divisor div(χλ) =

∑
ρ〈λ, uρ〉Dρ.

Construction 2.1.1 (X(Σ) as a geometric quotient). Now we want to describe X(Σ) as a
quotient of an open subset of CΣ(1) by some group as in [CLS11], Chapter 5. For each
ρ ∈ Σ(1) let uρ be the primitive integral vector and define

(26) GΣ :=

{
(tρ)ρ ∈ (C∗)Σ(1) |

∏

ρ

t〈λ,uρ〉
ρ = 1 for all λ ∈ Λ∨

}
.

According to [CLS11] Lemma 5.1.1 GΣ is even a torus, since Am−1(X(Σ)) is torsion free.
Call a subset C ⊂ Σ(1) a primitive collection if C 6⊂ σ(1) for every cone σ ∈ Σ and for every
proper subset C′ ( C we have C′ ⊂ σ(1) for some cone σ ∈ Σ. Consider the set

Z(Σ) :=
⋃

C

Z(xρ | ρ ∈ C) ⊂ CΣ(1)
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where the union runs over all primitive collections and the xρ denote the coordinate func-

tions on CΣ(1). In Proposition 5.1.9 of [CLS11] a morphism

(27) CΣ(1) \ Z(Σ)
π

−→ X(Σ)

is constructed, such that the fibres of π are just the orbits of the action ofGΣ on CΣ(1) \Z(Σ)
by coordinatewise multiplication. So X(Σ) is the geometric quotient of CΣ(1) \ Z(Σ) by
GΣ. This is Theorem 5.1.11 in [CLS11], which even holds for simplicial fans. Note that the
divisors Dρ are given by π(Z(xρ)). The restriction of π and GΣ fit in a short exact sequence
of groups

(28) 1 −→ GΣ →֒ (C∗)Σ(1) π
−→ (C∗)m −→ 1

which is sort of dual to the sequence (25), cf. §5.1 of [CLS11] for details. Here (C∗)m is the
set of closed points of the dense torus ofX(Σ) in a natural way, as Λ∨ ∼= Zm.

The ring S = C [xρ | ρ ∈ Σ(1)] is called Cox ring of X(Σ). It is graded by PicX(Σ) via∏
ρ x

aρ
ρ 7→

∑
ρ aρDρ. For a cone σ ∈ Σ we define a monomial xσ̂ :=

∏
ρ/∈σ(1) xρ, following

the notation from [CLS11]. There is an isomorphism Spec(Sxσ̂ )0 ∼= Uσ where the index 0
denotes the degree 0 part of the localised ring. On the coordinate rings, this isomorphism
is given by

(29) χλ 7→
∏

ρ

x〈λ,uρ〉
ρ for λ ∈ σ∨ ∩ Λ∨.

For every line bundle L ∈ PicX(Σ) there is a natural isomorphism Γ(X(Σ),L) ∼= SL, where
SL denotes the degree L part of S. In particular xρ is a global section of OX(Σ)(Dρ) in a
natural way. These statements can be found in [CLS11], Chapter 5.

We want to describe π from (27) locally, i.e. π|π−1Uσ
, in terms of coordinate rings. The

coordinate ring of π−1Uσ is just Sxσ̂ and π∗ is then given by

C [σ∨ ∩ Λ∨] −→ Sxσ̂ with χλ 7→
∏

ρ

x〈λ,uρ〉
ρ .

This looks the same as above because the degree zero part of that coordinate ring is just the
ring of invariants of the GΣ-action on it, cf. Theorem 5.1.11 of [CLS11].

Now we will deal with morphisms into X(Σ). The following definition is from [Cox95].

Definition 2.1.2 (Σ-collections). For a scheme Y a Σ-collection on Y consists of line bundles
Lρ and global sections fρ ∈ Γ(Y,Lρ) for every ρ ∈ Σ(1). Additionally, for every λ ∈ Λ∨ we

have an isomorphism cλ :
⊗

ρ L
〈λ,uρ〉
ρ

∼
−→ OY such that

(1) (Compatibility) cλ ⊗ cλ′ = cλ+λ′ holds for all λ, λ′ ∈ Λ∨.
(2) (Nondegeneracy) Each fρ defines a morphism fρ : OY −→ Lρ and a dual mor-

phism f∗
ρ : L−1

ρ −→ OY . We require that the homomorphism

f∗ :=
∑

σ∈Σ(m)

⊗

ρ/∈σ(1)

f∗
ρ :

⊕

σ∈Σ(m)

⊗

ρ/∈σ(1)

L−1
ρ −→ OY

is surjective.

Two Σ-collections (Lρ, fρ, cλ) and (L′
ρ, f

′
ρ, c

′
λ) on Y are equivalent if there are isomorphisms

γρ : Lρ
∼
−→ L′

ρ taking fρ to f
′
ρ and cλ to c′λ.

Remark 2.1.3. In this remark we want to show that the nondegeneracy-property from the
previous definition can be reformulated as follows: The surjectivity of f∗ in the previous
definition at a stalk in P ∈ Y is equivalent to have for each primitive collection C a ρ ∈ C
with (fρ)P /∈ mP (Lρ)P .
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If f∗
P is surjective, we must have a maximal cone σ ∈ Σ(m) such that the restricted map⊗

ρ/∈σ(1)(L
−1
ρ )P −→ OY,P is surjective. But this is the case if and only if (fρ)P /∈ mP (Lρ)P

for all ρ /∈ σ(1). As no primitive collection can be contained in σ(1) the claim follows.

Vice versa, for any point P ∈ Y the setB := {ρ ∈ Σ(1) | (fρ)P ∈ mP (Lρ)P } is by assumption
not a primitive collection. But this means that either there is a cone σ ∈ Σ such that B ⊂
σ(1) (without loss of generality σ is maximal) or that there is some proper subset B′ ( B
with B′ 6⊂ τ(1) for all τ ∈ Σ. In the first case we obtain surjectivity by the converse of the
above argument. In the second case we obviously must have |B′| ≥ 2, so we can consider
the smallest N ≥ 2 such that there exists an N -element subset B′′ ⊂ B′, which does not
span a cone in Σ. Hence B′′ is by construction a primitive collection. But by assumption
B′′ cannot be contained in B, which is a contradiction.

Lemma 2.1.4. There is a one-to-one correspondence between morphisms f : Y −→ X(Σ) and
equivalence classes of Σ-collections (Lρ, fρ, cλ) on Y . Furthermore Lρ

∼= f∗ OX(Σ)(Dρ) and fρ
corresponds to f∗xρ under this isomorphism.

PROOF. This is Theorem 1.1 of [Cox95]. As we will need this later on, we want to
briefly describe how to obtain a morphism from a given Σ-collection (Lρ, fρ, cλ). LetW ⊂
Y be an open subscheme on which all Lρ are trivial. Then we can choose isomorphisms

γρ : Lρ |W
∼
−→ OW and hence an equivalence (Lρ |W , fρ|W , cλ) ∼ (OW , gρ, c

′
λ). Now the

c′λ are automorphisms of OW and can therefore be regarded as elements in Γ(W,O∗
W ).

By compatibility we obtain a group homomorphism c′ : Λ∨ −→ Γ(W,O∗
W ) mapping

λ 7→ c′λ. As the exact sequence (25) is split, this homomorphism can be extended to a

homomorphism c̃ : ZΣ(1) −→ Γ(W,O∗
W ). This means there are ωρ ∈ Γ(W,O∗

W ) such that

c′λ =
∏

ρ ω
〈λ,uρ〉
ρ for all λ ∈ Λ∨. So the isomorphisms ωρ : OW

∼
−→ OW give an equivalence

(OW , gρ, c
′
λ) ∼ (OW , hρ, id).

For each ρwe have that the subschemeWρ = {P ∈ W | (hρ)P /∈ mP } is open, therefore also
Wσ :=

⋂
ρ/∈σ(1)Wρ is open. Then we can define f locally as fW

σ : Wσ −→ Uσ ⊂ X(Σ) given

by the C-algebra homomorphism

(30)
χλ 7→

∏
ρ h

〈λ,uρ〉
ρ ∈ Γ(Wσ,OWσ

) for λ ∈ σ∨ ∩ Λ∨

and C →֒ Γ(Wσ,OWσ
).

One can check that the local morphisms fW
σ patch to a morphism fW :

⋃
σWσ −→ X(Σ)

and by the nondegeneracy the Wσ cover all of W . Furthermore this is independent of
the choice of the trivialisations γρ and ωρ. It is then easy to check that the fW patch to a
morphism f : Y −→ X(Σ). The claim about the pull backs of the line bundles follows from
Theorem 1.1 and Remark 1.1 of [Cox95]. �

As in Theorem 2.1 of [Cox95] we now want to see what equivalence classes of Σ-collections
can look like on a projective space.

Example 2.1.5 (The case Y = Pm). If K /C is any field extension, then PicPm
K

∼= Z via
O(d) 7→ d. So every morphism f : Pm

K
−→ X(Σ) is given by a Σ-collection (O(dρ), fρ, cλ),

where fρ ∈ Γ(Pm
K
,O(dρ)), i.e. it is a homogeneous polynomial with coefficients in K. For

every λ ∈ Λ∨ the existence of the isomorphism cλ :
⊗

ρ O(dρ)
〈λ,uρ〉 ∼

−→ OPm
K

implies that

〈λ,
∑

ρ dρuρ〉 = 0. Hence (dρ)ρ is a Minkowski weight on Σ(1). Furthermore, for each λ
there is also the canonical trivialisation

ccanλ :
⊗

ρ

O(dρ)
〈λ,uρ〉 ∼

−→ O(〈λ,
∑

ρ

dρuρ〉) = OPm
K
.
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We obtain automorphisms ccanλ ◦ (cλ)−1 of OPm
K
. As in the proof of Lemma 2.1.4 we obtain

ωρ ∈ K
∗ such that ccanλ = (

∏
ρ ω

〈λ,uρ〉
ρ )cλ. So if we replace Fρ = ωρfρ we obtain an equiv-

alence (O(dρ), fρ, cλ) ∼ (O(dρ), Fρ, c
can
λ ), cf. Theorem 2.1 of [Cox95]. In the later sections

we often want to describe morphisms from a projective space into X(Σ). To shorten nota-
tion, we will then only talk about a tuple (Fρ)ρ of homogeneous polynomials instead of the
Σ-collection (O(dρ), Fρ, c

can
λ ), as the bundles and trivialisations are clear. Recall that com-

patibility in Definition 2.1.2 is only a condition on the trivialisations, while nondegeneracy
is only a condition on the global sections. Therefore, in this shorter notation, (Fρ)ρ only has
to satisfy the nondegeneracy condition.

However, note that degFρ = dρ only holds if f(Pm
K
) 6⊂ Dρ, because otherwise Fρ = 0. Take

for example the blow up P̃2 of P2 in the intersection of two coordinate lines L1 and L2 and

let f be the embedding of the exceptional divisor E ∼= P1 into P̃2. In this case we have
f∗O

P̃2(E) ∼= O(−1).

The following two remarks will be useful for computations in the next section. Further-
more, it is sometimes convenient to have a decomposition

(31) uρ′ =
∑

ρ∈σ(1)

m(σ)ρ
′

ρ uρ

with unique integersm(σ)ρ
′

ρ , for every maximal σ ∈ Σ(m) and every ρ′ ∈ Σ(1). This exists
because the fan Σ is smooth.

Remark 2.1.6 (GΣ-invariance of Σ-collections). Let (Lρ, fρ, cλ) be a Σ-collection on the

scheme Y . Let (rρ)ρ ∈ Γ(Y,O∗
Y )

Σ(1) satisfy
∏

ρ r
〈λ,uρ〉
ρ = 1 for all λ ∈ Λ∨, cf. the defini-

tion of the torus GΣ in (26). Multiplication by rρ defines an automorphism γρ : Lρ
∼
−→ Lρ,

which takes the section fρ to rρfρ. By assumption the automorphisms γρ induce the iden-

tity on
⊗

ρ L
〈λ,uρ〉
ρ . Therefore also (Lρ, rρfρ, cλ) is a Σ-collection, which is equivalent to

(Lρ, fρ, cλ) and hence defines the same morphism to X(Σ).

Assume now that also (sρ)ρ ∈ Γ(Y,O∗
Y )

Σ(1) and fix a maximal cone σ ∈ Σ(m). Then the tu-

ple (ŝρ)ρ with ŝρ = s−1
ρ for ρ /∈ σ(1) and ŝρ =

∏
ρ′ /∈σ(1) s

m(σ)ρ
′

ρ

ρ′ for ρ ∈ σ(1) satisfies the con-

dition from above, where m(σ)ρ
′

ρ is as in (31). Therefore (Lρ, sρfρ, cλ) and (Lρ, ŝρsρfρ, cλ)
are equivalent Σ-collections, with ŝρsρfρ = fρ for ρ /∈ σ(1) by construction.

Remark 2.1.7 (Extending morphisms into X(Σ)). Let Y be a scheme and assume we have
a two vectors a, b ∈ ZΣ(1) such that a − b is a Minkowski weight on Σ(1). For all ρ ∈
Σ(1) let Lρ and M be line bundles on Y with global sections fρ ∈ Γ(Y,Lρ) and g ∈
Γ(Y,M). Furthermore assume (Maρ ⊗Lρ, g

aρfρ, cλ) is a Σ-collection on Y , defining a
morphism f : Y −→ X(Σ) . If we denote U = Y \ Z(g) then there is an isomorphism

γρ : (Maρ ⊗Lρ)|U
∼
−→ (Mbρ ⊗Lρ)|U given by multiplication with (g|U )bρ−aρ . As a− b is a

Minkowski weight, the γρ induce a canonical isomorphism

φλ :
⊗

ρ

(Maρ ⊗Lρ)|
〈λ,uρ〉
U

∼
−→

⊗

ρ

(Mbρ ⊗Lρ)|
〈λ,uρ〉
U .

Hence the γρ determine an equivalence between Σ-collections

((Maρ ⊗Lρ)|U , (g
aρfρ)|U , cλ|U ) ∼ ((Mbρ ⊗Lρ)|U , (g

bρfρ)|U , cλ|U ◦ φ−1
λ ).

This means they both define the same morphism h : U −→ X(Σ) with f |U = h. So we see
that we can extend h by f .

Let us consider an easy example. The global sections 1 and t of OY define a morphism
f : Y := SpecC [t] −→ P1. The sections t and t2 give a morphism h : U = SpecC [t]t −→ P1

and obviously f |U = h, so f extends h.
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Remark 2.1.8 (Push forward). Let f : Pn −→ X(Σ) such that the image intersects the
dense torus and let fρ := f∗xρ. We want to compute the push forward f∗ [Pn] ∈ An(X(Σ)).
By Example 2.1.5 we know that fρ is a homogeneous polynomial of degree dρ such that
(dρ)ρ is a Minkowski weight on Σ(1). Furthermore f∗ [Pn] = (cτ )τ ∈ An(X(Σ)) for some
Minkowski weight (cτ )τ onΣ(n). We can determine cτ as degree of an intersection product

cτ = deg


 ∏

ρ∈τ(1)

Dρ


 .f∗ [P

n] .

By the projection formula we obtain

cτ = deg(
∏

ρ∈τ(1)

divfρ). [P
n] =

∏

ρ∈τ(1)

deg fρ =
∏

ρ∈τ(1)

dρ.

This coincides with the weights of Σ(n) as a marked fan as introduced in [GKM09]. In
particular there can only be a morphism f with dim f(Pn) = n if Σ(n) is a tropical fan with
those weights.

Remark 2.1.9 (Morphisms into subvarieties of X(Σ)). We want to describe a morphism
f : Pn

K
−→ Y ⊂ X(Σ) for a field extension K /C, which factors through a closed subscheme

Y ofX(Σ). We will apply this for the field of Puiseux series later on. The closed subscheme
Y comes from an ideal sheaf I →֒ OX(Σ) which is associated to a homogeneous ideal I ⊂ S
in the Cox ring, cf. Proposition 6.A.6 of [CLS11]. Furthermore by Proposition 5.3.3 of the
same book we have Iσ := Γ(Uσ, I) ∼= (Ixσ̂ )0 via the isomorphism from (29). We have that
Z(Iσ) = Y ∩ Uσ.

By Example 2.1.5 we know that f is given by a Σ-collection (O(dρ), fρ, c
can
λ ). Looking at

the proof of Lemma 2.1.4, we can consider the coordinate charts Wi = {yi 6= 0} of Pn
K
=

Proj K [y0, ..., yn]. On Wi we then obtain the trivialisation hρ = fρy
−dρ
i . So (30) takes the

form

(32) χλ 7→
∏

ξ

h〈λ,uρ〉
ρ = y

−〈λ,
∑

ρ dρuρ〉

i

∏

ρ

f 〈λ,uρ〉
ρ =

∏

ρ

f 〈λ,uρ〉
ρ .

Let now F ∈ I be homogeneous. As in the proof of Proposition 5.3.10 of [CLS11], there

exist integers bρ and k such that F
∏

ρ/∈σ(1) x
bρ−k
ρ ∈ (Ixσ̂ )0. Using (29) and (32) we see

that locally the morphism f : Wi ∩ f−1Uσ −→ Uσ factors through Y ∩ Uσ if and only if

F ((fρ)ρ)
∏

ρ/∈σ(1) f
bρ−k
ρ = 0. By the nondegeneracy of Σ-collections, there is a maximal

cone σ ∈ Σ(m) such that
∏

ρ/∈σ(1) fρ 6= 0 and hence F ((fρ)ρ) = 0. This implies F ((fρ)ρ) = 0

for all elements F ∈ I since I is homogeneous.

So altogether we have that a closed subscheme Y corresponds to a homogeneous ideal I ⊂
S and a morphism given by (O(dρ), fρ, c

can
λ ) factors through Y if and only if F ((fρ)ρ) = 0

for all F ∈ I .

Lemma 2.1.10. For an integral hypersurface Y ⊂ X(Σ) there is a global section y of OX(Σ)(Y )
with Z(y) = Y .

PROOF. As in the previous remark, Y is defined by a homogeneous ideal I ⊂ S in the
Cox ring. As in the proof of [CLS11], Proposition 5.2.4, we obtain such a homogeneous

ideal as follows. Consider Y = π−1(Y ) ⊂ CΣ(1), where π denotes the map from (27). Now
Y is a GΣ-invariant hypersurface in CΣ(1). Let I be the vanishing ideal of Y . The ideal I is
principal as it is the ideal of a hypersurface in CΣ(1). Assume I = 〈y′〉. By theGΣ-invariance
of Y , I is homogeneous. Therefore the generator y′ also has to be homogeneous of some
degree L ∈ PicX(Σ). As mentioned before there is an isomorphism Γ(X(Σ),L) ∼= SL to
the degree L part of the Cox ring, cf. Proposition 5.3.7 of [CLS11]. Let y be the preimage
of y′ under this isomorphism. By construction we have Z(y) = Y and therefore we must
have L ∼= OX(Σ)(Y ). �
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We conclude this section with some linear algebra that will turn out to be useful when we
work with morphisms into toric varieties in the next section.

Definition 2.1.11 (The fan Σ̃ and the vector space LΣ). Let LΣ ⊂ RΣ(1) denote the vector
space spanned by the Minkowski weights on Σ(1) and let the standard basis vectors of

RΣ(1) be denoted by eρ. For the linear map pΣ : RΣ(1) −→ Rm with eρ 7→ uρ we obtain

by definition ker pΣ = LΣ. For any cone σ ∈ Σ we can define p−1
Σ σ =: σ̃ and the fan Σ̃

consisting of these cones. Obviously we have Σ̃/LΣ = Σ.

Remark 2.1.12. Note that if we consider the exact sequence (28) over the field K = K((R))
from Definition 1.1.1, i.e. we replace C by K everywhere, taking valuations turns (28) into
an exact sequence

0 −→ LΣ →֒ RΣ(1) pΣ
−→ Rm −→ 0

of vector spaces. The action of GΣ on (K∗)Σ(1) by coordinatewise multiplication then be-
comes an action of LΣ on RΣ(1) by coordinatewise addition.

Lemma 2.1.13. For every x ∈ ZΣ(1) there exists a unique cone τ ∈ Σ such that

x ≡
∑

ρ∈τ(1)

aρeρ mod M1(Σ)

with unique aρ ∈ Z>0 for all ρ ∈ τ(1).

PROOF. Clearly pΣ(x) ∈ Λ and as Σ is complete, there is some maximal cone σ ∈ Σ(m)
such that pΣ(x) ∈ σ. As Σ is smooth, (uρ)ρ∈σ(1) is a Z-basis of Λ and hence there are
aρ ∈ Z≥0 with pΣ(x) =

∑
ρ∈σ(1) aρuρ. Restricting to those ρ with aρ 6= 0 yields a cone

τ ≤ σ. Obviously pΣ(x) =
∑

ρ∈τ(1) aρuρ = pΣ

(∑
ρ∈τ(1) aρeρ

)
which proves the claim. �

2.2. Tropical and algebraic moduli spaces

Assume we have a degree ∆ of tropical curves, and a smooth projective fan Σ. Then we
can consider stable maps into the toric varietyX(Σ)which satisfy certain multiplicity con-
ditions defined by ∆ to the toric boundary. In this section we want to study the relation
between deformations of such stable maps and combinatorial types of degree ∆ curves in
Σ.

First we will briefly review the notion of stable maps and their moduli spaces as they are
treated in [BM96]. We will only work with curves of arithmetic genus zero in this thesis. Let
X be a smooth and projective integral variety and let

H2(X)+ = {α ∈ HomZ(PicX,Z) | α(L) ≥ 0 if L is ample}.

If C
p

−→ S is a flat proper morphism and C
π

−→ X any morphism, then we obtain a locally
constant function s 7→ (L 7→ deg(π∗ L)s) from S to HomZ(PicX,Z), where (π∗ L)s denotes
the restriction of the line bundle to the fibre of p over s. By abuse of notation we denote
this locally constant function π∗ [C]. In the particular case we are interested in, when X is
also toric, we have an isomorphism HomZ(PicX,Z) ∼= A1(X) by applying the Kronecker
duality from Section 2.1 twice. We will therefore identify both groups later on. Note that if
S = SpecC, then π is proper and π∗ [C] corresponds to the proper push forward between
Chow groups under this isomorphism.

Definition 2.2.1 (Families of stable maps). For any scheme S (the base of the family) a tuple
(C, p, S, x1, ..., xn, π) is called (family of) n-marked stable map(s) of degree β over S if

(1) p : C −→ S is a flat and proper morphism whose geometric fibres are reduced,
projective, connected curves of genus zero, having only nodes as singularities
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(2) for each j = 1, ..., n, xj : S −→ C is a morphism with p ◦ xj = idS such that the
images of the xj in each geometric fibre of p are distinct smooth points

(3) π : C −→ X is a morphism with π∗ [C] = β ∈ H2(X)+

(4) if Z is an irreducible component of a geometric fibre of p which is mapped to a
point by π, Z must have at least three special points on it, i.e. nodes or markings.

For S = SpecC we omit the base and the morphism to it and just write (C, x1, ..., xn, π).
Two families (C′, p′, S, x′1, ..., x

′
n, π

′) and (C, p, S, x1, ..., xn, π) are called isomorphic if there is
an isomorphism φ : C −→ C′ such that p = p′ ◦ φ, π = π′ ◦ φ and x′j = φ ◦ xj for j = 1, ..., n.

Assume we have a morphism ϕ : S′ −→ S and a family C := (C, p, S, x1, ..., xn, π). De-
fine the fibre product C′ := C ×S S

′ and denote the natural maps p′ : C′ −→ S′ and
ϕ : C′ −→ C . For a section xj we have maps idS′ and xj ◦ ϕ : S′ −→ C which induce a
morphism x′j : S

′ −→ C′, which is also a section. With π′ := π ◦ϕwe obtain another family
ϕ∗ C := (C′, p′, S′, x′1, ..., x

′
n, π

′), which is called pull back of the family C (along ϕ).

We obtain a functor from the category of schemes over C to the category of sets given by

M0,n(X, β)(S) = {isomorphism classes of n-marked stable maps of degree β over S}.

The functor M0,n(X, β) assigns to a morphism ϕ : S′ −→ S a map [C] 7→ [ϕ∗ C], where the
brackets stand for isomorphism classes. This functor is in general not representable by a
scheme, i.e. it does not have a fine moduli space.

However, there is a projective variety M of finite type over C which is a coarse moduli
space for this functor. The construction ofM is explained in [FP97] with a lot of details. As
the simplicial homology H2(X,Z) is used in this paper rather than H2(X)+, note that for
toric X (over C) also H2(X,Z) ∼= A1(X). A coarse moduli space still admits a morphism
S −→ M for each isomorphism class of families of stable maps (C, p, S, x1, ..., xn, π), but
there is no universal curve over M . To solve this problem, the notion of a stack has been
introduced. For a brief but good introduction to stacks we refer to Section 7 of [Vis89]. A
very detailed reference is [Sta]. To put it very simply, a stack is a category F together with
a functor pF : F −→ (Sch) to the category of schemes over C which satisfies some addi-
tional conditions. The functor pF is sometimes also called structure morphism of the stack.
A morphism between stacks is then just a functor which is compatible with the structure
morphisms. A category can be equipped with something similar to a topology, a so called
Grothendieck topology, cf. [Sta] Section 9.6 "Sites". The additional properties of a stack will
not be needed here explicitly, but loosely speaking these properties are: We can compare
two objects of F locally in a certain Grothendieck topology and we can glue a family of
objects in F to one object, if they satisfy a certain kind of cocycle condition. This second
property is usually called descent in the literature. Furthermore, we should note that every
scheme S defines a stack, namely the category of schemes over S.

Definition 2.2.2 (The stack M0,n(X, β)). We denote by M0,n(X, β) the category whose
objects are families of stable maps (C, p, S, x1, ..., xn, π) of degree β as above. A mor-
phism from the family (C, p, S, x1, ..., xn, π) to (C′, p′, S′, x′1, ..., x

′
n, π

′) is a pair of mor-
phisms (ϕ, ϕ), where ϕ : C −→ C′ and ϕ : S −→ S′ form a Cartesian diagram together with
p and p′. Furthermore, they satisfy ϕ◦p = p′ ◦ϕ, π = π′ ◦ϕ and x′j ◦ϕ = ϕ◦xj for 1 ≤ j ≤ n.
The structure morphism of the stack to (Sch) assigns to a family (C, p, S, x1, ..., xn, π) just
the base S. This stack has been studied in [BM96]. It is a Deligne-Mumford stack which
is proper over Spec C. LetM0,n(X, β) denote the open substack of families of stable maps
where all fibres of p are smooth. Sometimes it will be convenient to label the marked points
by an index set I , different from [n]. We will then writeM0,I(X, β) instead ofM0,n(X, β).

Definition 2.2.3 (Evaluationmorphism). For eachmarking xj there is amorphism of stacks

evj : M0,n(X, β) −→ X which maps a family of stable map (C, p, S, x1, ..., xn, π) to the
morphism π ◦ xj : S −→ X . In particular it maps a curve (C, x1, ..., xn, π) over SpecC to
the point π(xj) ∈ X .
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The coarse moduli spaceM of the functor M0,n(X, β) also serves as a moduli space of the
stack M0,n(X, β) in the sense of Vistoli [Vis89] and [Gil84] who introduced intersection

theory on stacks. In particular there is a canonical proper morphism p : M0,n(X, β) −→M

such that every morphism f : M0,n(X, β) −→ N to a scheme factors throughM , i.e. there
is some morphism f ′ : M −→ N with f = f ′ ◦ p. This follows immediately from the
properties of a coarse moduli space, cf. Section 1.2 of [FP97]. Vistoli proved in [Vis89] that
there is a canonical isomorphism Ak(M0,n(X, β))Q

∼= Ak(M)Q given by the proper push
forward p∗. Thereforewemay also perform (almost) all intersection theoretical calculations
onM and then carry them over toM0,n(X, β) afterwards.

Similar to stable maps we can define stable marked curves.

Definition 2.2.4 (Families of stable marked curves andM0,n). The functor M0,n(SpecC, 0)

is representable by a smooth projective scheme M0,n of finite type over C. The closed

points ofM0,n are in bijection to isomorphism classes of stable marked curves (C, x1, ..., xn).
The open subscheme of irreducible curves is calledM0,n. Sometimes it will be convenient

to label the marked points by an index set I , different from [n]. We will then write M0,I

instead ofM0,n.

Recall that if |I| = 4 we have M0,I
∼= P1. For each partition I = {i, j} ⊔ {k, l} there is a

point inM0,I which corresponds to a stable curve having two irreducible components with
the marked points xi, xj on one component and xk, xl on the other component. This point
yields a Cartier divisor which we will denote (ij|kl).

Definition 2.2.5 (Forgetful morphisms). For a family (C, p, S, x1, ..., xn, π) of stable maps

there is a stabilising morphism f : C −→ C̃ and a family of stable n-marked curves

(C̃, p̃, S, x̃1, ..., x̃n) with p = p̃ ◦ f and x̃i = f ◦ xi for i = 1, ..., n, cf. [BM96], Proposi-
tion 3.10. AsM0,n represents the functor of families of n-marked stable maps, this induces
a morphism S −→M0,n. The forgetful morphism ft : M0,n(X, β) −→ M0,n is then defined as

the functor mapping (C, p, S, x1, ..., xn, π) to the morphism S −→M0,n from above.

Let I ⊂ [n] be a subset of the markings. For a family of stable maps (C, p, S, x1, ..., xn, π)
there is also a stabilising morphism f ′ : C −→ C′ and a stabilised family of I-marked
stable maps (C′, p′, S, (x′i)i∈I , π

′) such that p = p′ ◦ f , π = π′ ◦ f and x′i = f ◦ xi for i ∈ I ,
cf. [BM96], Proposition 3.10. The forgetful morphism ftI : M0,n(X, β) −→ M0,I(X, β) then
maps (C, p, S, x1, ..., xn, π) to (C′, p′, S, (x′i)i∈I , π

′).

We also obtain forgetful morphisms ftI :M0,n(X, β) −→M0,I , by combining both mor-
phisms from above.

Definition 2.2.6 (Dual graph). Let C be a projective nodal curve with pairwise distinct

smooth points x1, ..., xn ∈ C (marked points) and normalisation ν : C̃ −→ C . The dual

graph of (C, x1, ..., xn) is the graph G whose vertices are the irreducible components of C̃.
The set of flags of G is the set of preimages under ν of all marked points or nodes on C.
The incidence map ∂G maps a flag to the irreducible component on which it lies. If for a
flag f we have |ν−1(ν(f))| = 1, i.e. it is a marked point, then we define jG(f) = f . If ν(f)
is a node, i.e. ν−1(ν(f)) = {f, f ′}, we assign jG(f) := f ′.

The picture below shows an example of a marked curve and its dual graph. One can al-
ready guess a relation of dual graphs toM0,n from the picture.

x1

x2
x3

x5

x4

x1

x2

x3

x4

x5
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The notion of the dual graph naturally extends to higher genus curves and there are lots
of relations between algebraic and tropical moduli spaces of curves, see for example the
paper [Cap11]. A relation between dual graphs of stable maps and M0(R,∆) will be part
of this thesis, cf. Theorem 2.2.18.

For the rest of this section let Y be a tropical polyhedral complex which is a subfan of a
smooth projective fan Σ. Furthermore let Y ⊂ X(Σ) be an integral subvariety such that the
tropicalisation of Y (with weights) is Y .

Definition 2.2.7. A tropical degree ∆ = (δ1, ..., δn) of curves in Y defines a class β ∈
A1(X(Σ)) as follows: As the variety X(Σ) is smooth we know that A1(X(Σ)) is isomor-

phic to the group of Minkowski weights on Σ(1) so we may define β∆ := [∆]
M(Σ) as in

(10), where we consider ∆ as a tropical fan in a canonical way. For the rest of this chapter
we want to fix the following notation. Each δj lies in some σj ∈ Σ. Then there are unique

integers (αj
ρ)ρ ∈ Z

Σ(1)
≥0 such that αj

ρ = 0 if ρ /∈ σj(1) and δj =
∑

ρ α
j
ρuρ. As before, uρ

denotes the primitive integral vector of ρ ∈ Σ(1).

Definition 2.2.8 (Quasi-resolutions). For a tropical degree∆ of curves in Y a quasi-resolution
of (Y ,∆) is an equivalence classα of tuples (G, (∆v, σv)v∈VG

) as in Definition 1.5.1 such that:

• G is a graph of genus zero
• ∆v = (δf )f∈Fv is a tropical degree and σv ∈ Y a cone for every vertex v of G
• for every vertex v of G the pair (Yv,∆v) is a vertex type, where Yv is the tropical
fan defined in (16)

• for each edge e = {f1, f2} of G we have δf1 = −δf2
• for each edge e = {v, w} of G the cones σv and σw are both faces of some cone
τe ∈ Y

• ∆ = (δf )f∈LG
, where LG is the set of leaves of G.

So a quasi-resolution can be viewed as a collection of tropical curve pieces in Y which can
be glued to a tropical curve in Rm, but inside Y we can only glue one (maybe more) pair
of adjacent vertices at a time. Note that every combinatorial type of degree ∆ curves in Y
also defines a quasi-resolution in a natural way. As for combinatorial types of curves in Y
we will write α = (G, (∆v, σv)v∈VG

) for any representative of α.

Example 2.2.9. If ∆ = (2e1 + 3e2, e0 + e1, e0 + 2e3, e3, e0), there is a quasi-resolution α of
(L3

2,∆) which looks as follows. The graph G = (V, F, j, ∂) is given by V = {u, v, w} and
F = {x1, x2, x3, x4, x5, f1, f2, f3, f4} with Fu = {x4, x5, f1}, F v = {x1, f2, f3} and Fw =
{x2, x3, f4}. Furthermore j(xj) = xj for all j and j(f1) = f2 and j(f3) = f4. The local
degrees are obtained from balancing andwe have σu = σ1, the ray spanned by e1, σv = σ12,
the cone spanned by e1 and e2, and σw = 0.

x1

x4

x3

x2 x5

The picture above shows the quasi resolution α. We can see that it is impossible to glue all
three pieces of the curve inside L3

2 at once, cf. Example 2.2.27.
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Definition 2.2.10. LetM∆,Y denote the substack ofM0,n(X(Σ), β∆) of all families of stable
maps (C, p, S, x1, ..., xn, π) such that

(1) π(C) ⊂ Y
(2) π ◦ xj : S −→ Dρ for every j and ρwith αj

ρ > 0

(3) π∗
sDρ −

∑
j α

j
ρxj = 0 ∈ A0(π

−1Dρ) for all ρ ∈ Σ(1),

where xj also denotes the Weil divisor given by the image xj(S). It is easy to see thatM∆,Y

is a closed substack ofM0,n(X(Σ), β∆), cf. [Ful98] Proposition 11.1. (b) for condition (3).

Remark 2.2.11. Let (C, x1, ..., xn, π) ∈M∆,Y (cf. Remark 1.4 of [Gat02]). Let Z ⊂ π−1Dρ be
a one-dimensional connected component (with its reduced scheme structure). Let Ci for
1 ≤ i ≤ r denote the irreducible components ofC which are not contained inZ but intersect
it, and let mi denote the multiplicity of π∗Dρ|Ci at Ci ∩ Z =: Pi. We have A0(π

−1Dρ) =⊕
Z′ A0(Z

′), where Z ′ runs over all connected components of π−1Dρ. The part of π∗Dρ. [C]
that is supported on Z equals

∑r
i=1miPi +(deg(π|Z)∗Dρ)P1 in A0(Z) ∼= Z. From property

(3) of the previous definition and the projection formula we obtain

(33) degDρ.π∗ [Z] +

r∑

i=1

mi =
∑

xj∈Z

αj
ρ.

Now we want to see how stable maps in M∆,Y are related to quasi-resolutions of (Y ,∆).
After we proved the following proposition, we will consider an example for the construc-
tion from the proof.

Proposition 2.2.12. For every curve (C, x1, ..., xn, π) ∈ M∆,Y with normalisation ν : C̃ −→ C
there is a quasi-resolution α = (G, (∆v , σv)v∈VG

) of (Y ,∆) such that:

(1) G is isomorphic to the dual graph of (C, x1, ..., xn)
(2) σv is the maximal cone of Σ such that πv(Cv) ⊂ V (σv)
(3) for each vertex v of G we have (Cv, F v, πv) ∈M∆v ,Yv

.

Here Cv is the irreducible component of C̃ which corresponds to the vertex v of G via the isomor-
phism from (1). Furthermore πv := (π ◦ν)|Cv , F v are the flags of the dual graph which are incident
to Cv and Yv = Y ∩ V (σv). The ∆v are uniquely determined by ∆, G and balancing. In addition
∆v is the image of∆v in StarΣ(σv).

PROOF. As C is rational, the dual graph G is a tree. Let the cones σv be defined as
in property (2) above. Let e = {Cv, Cw} be an edge of G. By the definition of the dual
graph there are special points (flags) fv ∈ Cv and fw ∈ Cw such that ν(fv) = ν(fw). This
means πv(fv) = πw(fw) ∈ V (σv) ∩ V (σw) 6= ∅, hence σv and σw span a cone τe ∈ Σ and
V (σv) ∩ V (σw) = V (τe).

Assume that τe /∈ Y . By Lemma 2.2 of [KP11] Y is already contained in X(Y) →֒ X(Σ) as
the closure of Y intersected with the dense torus inX(Y) is complete. Using the orbit-cone-
correspondence (cf. [CLS11] Theorem 3.2.6) we see that V (τe) ∩ X(Y) = ∅ and therefore
πv(fv) /∈ Y , which is a contradiction. Hence τe and also σv and σw are in Y . As this
argument applies to any flag, we see that (Yv,∆v) is a vertex type.

Nowwewant to show the claim about the degrees. Wewant to denote the unique preimage

of xj in C̃ by x̃j and furthermore let F̃ v denote the set of flags f which are incident to Cv

and which are not leaves.

First case: πv(Cv) 6⊂ Dρ. If f ∈ F v is a leaf, i.e. f = x̃j for some j, we define mρ
f := αj

ρ. If

f ∈ F̃ v letmρ
f be the multiplicity of (π|ν(Cv))

∗Dρ at the node ν(f). We obtain

(34) (πv)∗Dρ. [C
v] =

∑

f∈Fv

mρ
ff and degDρ.π

v
∗ [C

v] =
∑

f∈Fv

mρ
f .
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Second case: πv(Cv) ⊂ Dρ. We want to find a certain representative of (πv)∗Dρ. [C
v] which

is supported on the flags.

Let Z be the connected component of π−1Dρ which contains ν(Cv) and let Z be equipped
with its reduced scheme structure. Then A0(Z) ∼= Z and as in Remark 2.2.11 we can write
(π|Z)∗Dρ. [Z] =

∑
xj∈Z α

j
ρxj −

∑r
i=1miyi, where the yi denote the intersections of Z with

the adjacent irreducible components ν(Cvi ) and mi is the multiplicity of (π|ν(Cvi ))
∗Dρ at

yi. The node yi has a unique preimage fi ∈ Cwi for some vertex with ν(Cwi) ⊂ Z . For the
flags fi we definemρ

fi
:= −mi.

Let now Z0 = Z and let Zk+1 denote the curve obtained from Zk by removing those irre-
ducible components which intersect only one other irreducible component of Zk, and tak-
ing the closure in Zk afterwards. Let ν(Cv1 ) be such an irreducible component of Zk, which
intersects exactly one other irreducible component ν(Cv2 ) of Zk, in the point ν(f1) = ν(f2).
Here fi ∈ Cvi for i = 1, 2. We then want to define

mρ
f1

:= degDρ.π
v1
∗ [Cv1 ]−

∑

f∈Fv1\f1

mρ
f and mρ

f2
:= −mρ

f1
.

As A0(C
v1) ∼= Z we obtain equation (34) also in this case.

We can now define δf :=
∑

ρm
ρ
fuρ and as the numbers (degDρ.π

v
∗ [C

v])ρ are a Minkowski

weight on Σ(1), we conclude
∑

f∈Fv δf = 0. By construction we also have δf = −δf ′ if

{f, f ′} is an edge of G. Since G is a tree, we obtain from balancing that ∆v = (δf )f∈Fv . By
the definition of the numbersmρ

f it follows directly that (Cv, F v, πv) ∈M∆v ,Yv
. �

Example 2.2.13. Now we want to give an example for determining the numbers mρ
f from

the previous proof. Let ∆ be as in Example 2.2.9 and let H ⊂ P3 be a hyperplane which
tropicalises to L3

2. We want to consider a stable map inM∆,H which will lead to the quasi-
resolution α from that example, but we only want to consider the multiplicities of the stable
map to the coordinate hyperplane H1 of P3. This stable map can also be found as C′ in
Example 2.2.27. The picture on the left shows the image of the stable map from M∆,H in
P3, where we did not draw H . The picture on the right shows the normalisation of the
abstract curve together with its special points. Their names are chosen as in Example 2.2.9.
The red numbers at the special points indicate their multiplicities toH1. The green numbers
are themρ

f which we want to determine. The map π ◦ν, where ν denotes the normalisation,
is of degree one on Cu, of degree zero on Cv and of degree two on Cw.

H1

0

1
10 0

Z0

π ◦ ν

x4

0
x5

0 f1

1

f2

−1

x1

2

f3

−1

f4

1

x2

1

x3

0

Cu

Cv

Cw

We replace ρ by 1 in the notation from the previous proof as ρ is the ray generated by e1.
So we want to determinem1

fi
for i = 1, ..., 4. By the first case from the proof we obtain that

m1
f4

= 1, as this is the multiplicity of πw toH1 at f4. In the notation from the previous proof

Z = Z0 = ν(Cu ∪ Cv) is a connected component of π−1H1. By the second case, we obtain
thatm1

f3
= −m1

f4
= −1. Then Z1 = ν(Cu) andm1

f2
= deg πv −m1

f3
−m1

x1
= 0+1− 2 = −1.

We obtain m1
f1

= −m1
f2

= 1. Comparing this to the picture in Example 2.2.9, we see that
the numbers at the flags in the right picture above are exactly the coefficients of e1 in the
direction vectors of the flags.

Now we want to focus on combinatorial types instead of quasi-resolutions. On the alge-
braic side, this can be achieved by only allowing deformations of irreducible curves satis-
fying the tangency conditions given by ∆.
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Definition 2.2.14. LetW ◦
∆,Y denote the substack ofM0,n(X(Σ), β∆) of all families of stable

maps (C, p, S, x1, ..., xn, π) such that

(1) p has smooth fibres
(2) π(C) ⊂ Y
(3) πs(Cs) 6⊂ Dρ for all ρ ∈ Σ(1) and all s ∈ S
(4) π ◦ xj : S−→Dρ for every j and ρwith αj

ρ > 0

(5) π∗Dρ −
∑

ρ α
j
ρxj = 0 ∈ A0(π

−1Dρ) for all ρ ∈ Σ(1),

where the index smeans the restriction to the fibre of p over s and xj also denotes the Weil

divisor xj(S). Furthermore let W∆,Y denote the closure of W ◦
∆,Y inside M0,n(X(Σ), β∆)

and let ∂W∆,Y denote the closed substack ofW∆,Y of reducible curves and curves mapping

into
⋃

ρDρ. It is not hard to see thatW ◦
∆,Y is a locally closed substack of M0,n(X(Σ), β∆).

The condition that curves are contained in a subvariety is a closed condition, so (2) and (4)
are closed and (3) is open. Also the condition (5) is closed by [Ful98] Proposition 11.1. (b),
while for a proper and flat morphism like p the locus of smooth fibres is open, cf. [Har97],
III Exercise 10.2. Obviously W∆,Y is a closed substack of M∆,Y , which is a strict inclusion
in general as Example 2.2.27 shows.

We want to describe the stable maps in the boundary ∂W∆,Y , as they will correspond to
combinatorial types of degree ∆ curves in Y by Theorem 2.2.18. To do this, we need to
work with étale neighbourhoods of points on smooth curves in the following. Therefore,
we fix the notation

DK := SpecKJtK and D∗
K := SpecKJtKt

for some field extension K /C for the rest of this section. We will usually think of K = C,
but we will also need the case where K is the residue field of the generic point of some
codimension one subvariety later on. The closed point of DK will always be denoted by
m. Furthermore, we will need to blow up in order to compute special fibres of families in
W∆,Y .

Remark 2.2.15. If we blow up DK × A1 = SpecA, where A = KJtK [z], at the point (0, 0)
corresponding to the maximal ideal I = (t, z) we obtain ProjS where S =

⊕
d≥0 I

d and

I0 = A. Consider the surjectiveA-algebra homomorphism A [y0, y1]
ϕ

−→ S which is defined
by y0 7→ t and y1 7→ z. Then J := kerϕ = (ty1 − zy0) as the following computation
shows. As ϕ is homogeneous, so is J . The element ty1 − zy0 is obviously in the kernel. Let

f =
∑d

k=0 aky
d−k
0 yk1 be another homogeneous generator of J . We can assume that for k > 0

we either have t ∤ ak or ak = 0. This is because if ak = ãkt and k > 0 we can replace f

among the generators of J by f̃ = f−ãky
d−k
0 yk−1

1 (ty1−zy0)which has then nomonomial of

the form yd−k
0 yk1 . So nowwe have 0 = ϕ(f) =

∑d
k=0 akt

d−kzk which implies that t|adzd and

therefore t|ad which means ad = 0. We can cancel t now to obtain
∑d−1

k=0 akt
d−1−kzk = 0 and

hence also f2 =
∑d−1

k=0 aky
d−1−k
0 yk1 ∈ J is homogeneous of degree one less. As f = y0f2, we

can replace f by f2 as a generator of J . Inductively we obtain that f is already in the ideal
(ty1 − zy0). Therefore the blowup is isomorphic to the closed subscheme Proj(A [y0, y1] /J)
of ProjA [y0, y1] = P1

A = P1 ×DK × A1.

Lemma 2.2.16. If C
p

−→ S is a flat family whose geometric fibres are all P1 and which admits a
section σ : S −→ C, then every point s ∈ S has an open neighbourhood U such that p−1(U) is
isomorphic to P1

U over U .

PROOF. This is Proposition 25.3. in [Har10]. That the isomorphism is over U has to
be worked out from the proof, but this follows immediately from [Har97], II Proposition
7.12. �
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Lemma 2.2.17. If we have a family (C, p,D∗
K
, x1, ..., xn, π) inW

◦
∆,Y , this family is isomorphic to

a family of the form (P1
D∗

K

, pr, D∗
K
, (1 : χ1), ..., (1 : χn), π̃). The sections (1 : χj) are defined by

elements χj ∈ KJtK and the morphism π̃ : P1
D∗

K

−→ X(Σ) is given by a tuple of polynomials (πρ)ρ

with πρ = βρ
∏

j(χjz0 − z1)
αj

ρ and βρ ∈ KJtK.

PROOF. It follows immediately fromLemma 2.2.16 and property (1) of Definition 2.2.14
that C ∼= P1

D∗
K

over D∗
K
, as |∆| = n > 0. Let the section xj correspond to the section x̃j via

this isomorphism and the morphism π to π̃. By the valuative criterion of properness we
can extend the sections x̃j : D∗

K
−→ P1

D∗
K

uniquely to sections x̃j : DK −→ P1
DK

. Clearly

the sections x̃j : D∗
K
−→ P1

D∗
K

are given by two power series x0j , x
1
j ∈ KJtKt. We now choose

coordinates on P1
K
(and hence also on P1

DK
) such that x̃j(m) 6= ∞ for all j ∈ [n] holds

for the extended sections. This means P1
DK

= Proj KJtK [z0, z1] and if we denote z = z1
z0
,

we have that x̃j(m) ∈ U0 := Spec KJtK [z]. If we restrict to x̃j : D∗
K

−→ U0 \ Z(t), the
section is given by a K-algebra homomorphism φj : KJtKt [z] −→ KJtKt with φj(t) = t and

φj(z) =
x1
j

x0
j

∈ KJtKt. But x̃j extends to x̃j : DK −→ U0 by our choice of coordinates, which

means we must have φj(z) ∈ KJtK. So without loss of generality we can assume x0j = 1 and

x1j =: χj ∈ KJtK. It follows from Example 2.1.5 and property (3) of Definition 2.2.14 that π is
given by homogeneous (in z0, z1) polynomials πρ ∈ KJtKt [z0, z1] of degree dρ = degΨρ.∆,
where Ψρ is as in Definition 1.3.9 and ∆ is the canonical tropical fan curve defined by the
tuple ∆. Property (4) of Definition 2.2.14 implies that χjz0 − z1 is a factor of πρ if αj

ρ > 0
while the multiplicity of this factor follows from property (5). Finally we can use Remark
2.1.7 to multiply each πρ by a suitable power of t to obtain that the coefficients βρ of πρ
satisfy βρ ∈ KJtK. �

In the situation of the above lemma we will by abuse of notation usually write xj = (1 : xj)
for the sections (1 : χj).

We want to prove the following theorem later on, which is the analogue of Proposition
2.2.12 for deformations of irreducible curves. The proof is basically just comparing Con-
structions 2.2.20 and 2.2.21.

Theorem 2.2.18. For a curve (C, x1, ..., xn, π) ∈ W∆,Y with normalisation ν : C̃ −→ C there is
a corresponding combinatorial type γ = (G, (∆v, σv)v∈G) of degree∆ curves in Y such that:

(1) G is isomorphic to the dual graph of (C, x1, ..., xn)
(2) for each vertex v of G, σv ∈ Σ is the largest cone such that πv(Cv) ⊂ V (σv)
(3) for each vertex v of G we have (Cv, F v, πv) ∈ W∆v,Yv

.

Here Cv is the irreducible component of C̃ which corresponds to the vertex v of G via the isomor-
phism from (1). Furthermore πv := (π ◦ ν)|Cv , F v is the set of flags of the dual graph which are

incident to Cv and Yv = Y ∩ V (σv). In addition∆v is the image of ∆v in StarΣ(σv).

Note that this correspondence only works in one direction in general. One can also ask,
given a combinatorial type of degree∆ curves in Y , is there an algebraic curve C ∈ ∂W∆,Y

corresponding to it? The answer is no and an example is given in Example 2.2.28. This
question is very closely related to the relative tropical inverse problemmentioned in Section
1.1 of Chapter 1. However, if we take Y to be the whole toric varietyX(Σ), we can find an
algebraic curve to every combinatorial type of degree∆ curves in Σ, cf. Corollary 2.4.15.

Definition 2.2.19. Justified by the previous theorem, we want to say that a stable map
(C, x1, ..., xn, π) ∈ W∆,Y as in Theorem 2.2.18 is of combinatorial type γ.

The next two constructions will be essential for the rest of this thesis. First we will de-
scribe how to tropicalise a family of stable maps and then how to compute its stable limit.
Afterwards we will see an example for both constructions and how they are related.
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Construction 2.2.20 (Tropicalising families of stable maps). Assume that we have a family
(C, p,D∗

K
, x′1, ..., x

′
n, π

′) of stable maps in W ◦
∆,Y . By Lemma 2.2.17 we can find an isomor-

phism to a family (P1
D∗

K

, pr, D∗
K
, (1 : x1), ..., (1 : xn), π), where the morphism π is given by

a tuple of polynomials (πρ)ρ with

(35) πρ = βρ
∏

j

(z0xj − z1)
αj

ρ ,

xj =
∑

l≥0 γ
j
l t

l ∈ KJtK and βρ ∈ KJtK. Let deg πρ = dρ. We now want to associate a

tropical stable map (Γ, x1, ..., xn, h) ∈ M0(R
m,∆) to this family, such that h(|Γ|) equals

the tropicalisation of π(C) if we consider the family as one stable map over the Puiseux
series. As usual, this tropicalisation depends on the choice of coordinates, in this case the
polynomials πρ. However, all choices of coordinates on P1

K
as in the proof of Lemma 2.2.17

will define the same tropical stable map as we will see later.

First we should introduce some notation. For k ∈ [n] let I(0, k) = [n] and let

(36) I(m, k) := {j ∈ [n] | γkl = γjl for l < m}.

We will see in the next construction (2.2.21) that these index sets are in a natural bijection
with irreducible components of a semi-stable limit curve and with vertices of the abstract
tropical curve Γ that we will construct. We will then call m the level of the vertex or com-

ponent. Recall Definition 2.1.11, as we will first construct a map h̃ : |Γ| −→ RΣ(1) and then

define h as pΣ ◦ h̃.

The morphism π factors through the subvariety Y ⊂ X(Σ), which is given by a homo-
geneous ideal in the Cox ring I ⊂ S = C [xρ | ρ ∈ Σ(1)]. Then for any F ∈ I we have

F ((βρ
∏

j(z0xj − z1))
αj

ρ)ρ) = 0 as in Remark 2.1.9. The fieldK = K((R)) is a field extension

of KJtKt and we can define a map πK : K \ {x1, ..., xn} −→ (K∗)Σ(1) using our polynomials

(37) πK(z) :=


βρ

∏

j

(xj − z)α
j
ρ




ρ

.

So we consider our family of stable maps as one stable map over the field K . Clearly πK
factors through the subvariety YK := Z(IK [x±]) ⊂ KΣ(1), where K [x±] is the ring of
Laurent polynomials in (xρ)ρ∈Σ(1). Then we can compute the tropicalisation of the image
of πK by taking componentwise valuation, denoted by v. We obtain a tropical curve which

automatically lies inside trop(YK ∩ (K∗)Σ(1)) = p−1
Σ | Y |, which is the support of the subfan

Ỹ = p−1
Σ Y of Σ̃, cf. Remark 2.1.12. Recall that pΣ has kernel LΣ, which is the tropicalisation

of the torus GΣ.

We will construct (Γ, x1, ..., xn, h̃) by computing v(πK(z)) from (37) for suitably many z ∈

K . This will obviously be contained in |Ỹ |. We will construct Γ as a metric graph as in
Definition 1.2.2 by inductively gluing |Γ| from intervals. To keep notation short(er) we will
not construct the underlying graph of Γ explicitly. However, the underlying graph will be
clear, as a closed interval yields one edge, two flags and two vertices, while a half closed
interval yields one flag and one vertex. In the following we want to writeXj :=

∑
ρ α

j
ρeρ ∈

RΣ(1), where the eρ denote the standard basis.

LEVEL 0: Let z ∈ K with v(z) < 0. As v(xj) ≥ 0 for all j we have that v(xj − z) = v(z)
for all j. This gives the valuation v(πK(z)) = (v(βρ) + dρ v(z))ρ, so we obtain just the point
(v(βρ))ρ modulo LΣ. Therefore, we start our construction with one vertex V (0) of Γ and

we define h̃ of V (0) as (v(βρ))ρ.

LEVEL m: For k ∈ [n] let V (m − 1, k) be a level m − 1 vertex of Γ, where V (0, k) = V (0).
Then the sets I(m, i) for i ∈ I(m−1, k) are a partition of I(m−1, k). We want to distinguish
between |I(m, i)| > 1 and |I(m, i)| = 1.
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If |I(m, i)| > 1, wewant to glue a copy of [0, 1] to |Γ| at V (m−1, k) such that 0 gets identified

with V (m − 1, k) and 1 becomes the next vertex V (m, i) of Γ. We define the map h̃ on the
interval (now a bounded edge of Γ) as

(38) [0, 1] ∋ t 7→ h̃(V (m− 1, k)) + t
∑

j∈I(m,i)

Xj.

If |I(m, i)| = 1 and there is a cone σ̃ ∈ Σ̃ such that h̃(V (m − 1, k)) + tXi ∈ σ̃ for all t > 0,

we glue the interval [0,∞)with 0 to |Γ| at V (m− 1, k). Then we define h̃ as

[0,∞) ∋ t 7→ h̃(V (m− 1, k)) + tXi.

The interval [0,∞) is now a leaf of Γ, which we want to call xi by abuse of notation. If we
only have |I(m, i)| = 1 and the above condition is not satisfied, we glue a copy of [0, 1]with
0 to |Γ| at V (m− 1, k) and 1 becomes the new vertex V (m, i) of Γ. We then define the map

h̃ as in (38).

So now we have an n-marked abstract tropical curve Γ and as a next step we want to show

h̃(|Γ|) = v(πK(K \ {x1, ..., xn})).

To compute the valuation we pick zη = γi0 + ... + γim−1t
m−1 + cηt

η +
∑

ε>η cεt
ε ∈ K such

that v(xj−zη) = η ∈ (m− 1,m) for j ∈ I(m, i). Then v(xj −zη) = l for j ∈ I(l, i)\I(l+1, i)
and l = 0, ...,m− 1 by definition. We conclude that

v(πK(zη)) =


v(βρ) +




m−1∑

l=1

∑

j∈I(l,i)

αj
ρ


+ (η −m+ 1)

∑

j∈I(m,i)

αj
ρ




ρ

and we can assume that h̃(V (m − 1, i)) =
(
v(βρ) +

(∑m−1
l=1

∑
j∈I(l,i) α

j
ρ

))
ρ
by induction

onm. So we can rewrite the above formula as

v(πK(zη)) = h̃(V (m− 1, i)) + λ
∑

j∈I(m,i)

Xj, where λ = η −m+ 1 ∈ (0, 1)

which clearly coincides with h̃ on the edge between V (m − 1, i) and V (m, i) for η varying
betweenm− 1 andm.

This construction yields a tropical stable map (Γ, x1, ..., xn, h) with h := pΣ ◦ h̃, which
we want to denote trop(π, x1, ..., xn). For now we want to denote the underlying graph
of Γ that is obtained from the construction by G(Γ). Then h maps all vertices of G(Γ) to
lattice points and h(|Γ|) ⊂ |Y |. We want to divide the two-valent vertices of G(Γ) into two
classes. Let V (m, k) be a two-valent vertex such that h(V (m, k)) ∈ τ◦ for τ ∈ Σ. We then
call V (m, k) an I-vertex if it is an isolated point of h−1(τ) in |Γ| and an S-vertex else. Here
I stands for intersection and S for superfluous, as I-vertices are those points where the
image of the abstract tropical curve Γ intersects a cone of lower dimension, and S-vertices
are of no tropical importance but just for bookkeeping during the computation of stable
limit curves in the next construction. Also note that if we "delete" the S-vertices from G(Γ)
we obtain the graph of a combinatorial type of degree∆ curves in Y .

We want to conclude this construction with a short explanation why it is independent of
a choice of coordinates as in the proof of Lemma 2.2.17. The coordinates chosen there are
unique up to the action of PSL2(K). So if we choose different coordinates we obtain

(1 : xj)

(
1 β
γ δ

)
=

(
1 :

β + δxj
1 + γxj

)
=: (1 : x′j)

for the sections in the new coordinates. What we need to show is that the sets I(m, k)
defined by the transformed sections x′j are the same as those defined by the sections xj .

Expanding the expression x′j = (β + δxj)
∑

l≥0(−γxj)
l we see that the coefficient of tm in

x′j is (δ − βγ)γjm + p(γj0, ..., γ
j
m−1, β, γ, δ) for some polynomial p. Hence the coefficients of
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xj and xk coincide up to order m − 1 if and only if those of x′j and x
′
k do. This means the

transformed sections yield the same sets I(m, k) as the original ones and therefore also the
same tropical stable map.

Construction 2.2.21 (Computing stable limits). Assume that we have a family of stable
maps (P1

D∗
K

, pr, D∗
K
, x1, ..., xn, π) with sections xj = (1 : xj) : D

∗
K
−→ P1

D∗
K

for j ∈ [n]where

xj ∈ KJtK by abuse of notation. The morphism π : P1
D∗

K

−→ X(Σ) shall be given by a tuple

of polynomials (πρ)ρ with

(39) πρ = βρ
∏

j

(z0xj − z1)
αj

ρ

and also βρ ∈ KJtK. We now want to determine the stable limit of this family, i.e. we want
to find a family of stable maps (C, p,DK, x1, ..., xn, π) which restricts to the given family on
D∗

K
. Note that this might be impossible without performing a finite base change first. The

fibre over m will be called the limit curve of the family. We will use the tropicalisation of
the family as a tool in the following computations.

Let D∗
K

ϕb−→ D∗
K
be induced by the K-algebra homomorphism t 7→ tb for some b ∈ N.

Then the pull back family is also pr : P1
D∗

K

−→ D∗
K
with the sections (1 : xj(t

b)) and the

map π ◦ (id × ϕb). So all the base change does is replacing each t by tb in πρ. Reviewing
Construction 2.2.20, it is not hard to see that

trop(π ◦ (id× ϕb), x1 ◦ ϕb, ..., xn ◦ ϕb) = b trop(π, x1, ..., xn)

holds inM0(R
m,∆) ∼= M0,n ×Rm for any choice of coordinates.

Let trop(π ◦ (id× ϕb), x1 ◦ ϕb, ..., xn ◦ ϕb) =: (Γb, x1, ..., xn, hb) where the underlying graph
G(Γb) of Γb is the one obtained in the previous construction. Choose b such that each point
v ∈ |Γb| which is an isolated point of h−1

b (τ) for some τ ∈ Σ, is an I-vertex of G(Γb). This
choice will be important when we want to extend the map π later on. We will point out
where exactly, when the time has come. Now we consider the pull back of our original
family along ϕb and for simplicity of notation we will still call sections and the coefficients
of the polynomials defining the map xj and βρ.

We will proceed in five steps. First we will extend the space of the family, then we will
extend the sections, and the morphism to X(Σ). Afterwards we will see what the restric-
tion of the extended morphism to the special fibre looks like and finally we will stabilise
the family. This is the usual stable reduction business as it can be found for example in
Proposition 6 of [FP97]. However, we want to know exactly what the limit stable map
looks like (cf. (47)), as we will need this several times. This makes it necessary to work with
coordinates, which unfortunately becomes quite messy.

1. EXTENDING THE UNDERLYING CURVE: First we want to describe an algorithm that
computes an extension C of the underlying curve of the family by blowing up the trivial
extension P1

K
several times. We will do this in a way such that we can extend the morphism

π and the sections xj to C in the following steps. For this it will be necessary to have
several sets of coordinates on affine open subsets of C. These different coordinates and
transformations between them, are given in formulas (40), (41) and (42).

Let C(0,k) denote the fibre of the projection pr : Proj KJtK [z0, z1] = P1
DK

−→ DK over m.

Let U0 := Spec KJtK
[
z(0,k)

]
and U1 := Spec KJtK

[
z̃(0,k)

]
denote the charts of P1

DK
, where

z(0,k) := z1
z0

and z̃(0,k) := z0
z1
. For a power series p =

∑
i pit

i ∈ KJtK we want to write

⌊p⌋(m) :=
∑

i≥m pit
i−m and ⌈p⌉(m) :=

∑
i<m pit

i. Let xj =
∑

m γjmt
m, let bρ denote the

lowest non-zero coefficient of βρ and let N denote a number such that V (m, k) is not a
vertex of G(Γb) for all k ∈ [n] and m ≥ N . In the following algorithm the lines 2, 3 and 11
to 21 have the purpose to construct an open affine cover of the total space C of the family
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over DK. We will explain the meaning of the coordinates after the algorithm. Let I(m, k)
be as in (36).

1: C := P1
DK

2: R(0,k) := KJtK
[
z(0,k)

]
and U

(0,k)
0 := Spec R(0,k)

3: R̃(0,k) := KJtK
[
z̃(0,k)

]
∏

j∈I(0,k)(xj z̃(0,k)−1)
and U

(0,k)
1 := Spec R̃(0,k)

4: for m = 1 to N do
5: I = ∅
6: for k = 1 to n do
7: if k /∈ I then
8: if V (m, k) is a vertex of G(Γb) then
9: P := (1 : γkm−1) ∈ C(m−1,k) ⊂ C

10: C := BlP C1 , with exceptional divisor C(m,k) := Proj K
[
z
(m,k)
0 , z

(m,k)
1

]

11: z(m,k) :=
z
(m,k)
1

z
(m,k)
0

and z̃(m,k) :=
z
(m,k)
0

z
(m,k)
1

12: R(m,k) := R(m−1,k)
[
z(m,k)

]
/〈z(m−1,k) − γkm−1 − z(m,k)t〉

13: U
(m,k)
0 := Spec R(m,k)

14: R̃(m,k) := R(m−1,k)
[
z̃(m,k)

]
/〈z̃(m,k)(z(m−1,k) − γkm−1)− t〉

15: U
(m,k)
1 := Spec R̃(m,k)

16: f (m−1,k) :=
∏

j∈I(m,k)(z
(m−1,k) − ⌊xj⌋(m−1))

17: R(m−1,k) := R
(m−1,k)

f(m−1,k) and U
(m−1,k)
0 := Spec R(m−1,k)

18: for j ∈ I(m, k) do
19: if V (m+ 1, j) is a vertex of G(Γb) then

20: R̃(m,k) := R̃
(m,k)

⌊xj⌋(m) z̃(m,k)−1
and U

(m,k)
1 := Spec R̃(m,k)

21: end if
22: end for
23: end if
24: I := I ∪ I(m, k)
25: end if
26: end for
27: end for

We obtain a flat and proper morphism p : C −→ DK whose special fibre C (the fibre over m)

has irreducible components in bijection with the vertices of G(Γb) via C
(m,k) 7→ V (m, k).

Furthermore it is easy to see from the procedure above that V (m1, k1) and V (m2, k2) are

adjacent via an edge in G(Γb) if and only if C(m1,k1) and C(m2,k2) intersect in a node, i.e.

G(Γb) is isomorphic to the dual graph of C. It can be checked that U
(m,k)
0 and U

(m,k)
1 for

m = 0, ..., N cover all of C.

Let us now explain the meaning of the coordinates. A neighbourhood of P in line 9 is
isomorphic to a neighbourhood of 〈t, z〉 ∈ Spec KJtK [z]. In order to compute the blow up

in P we need to introduce two new coordinates z
(m,k)
0 , z

(m,k)
1 in line 10 which are then the

coordinates of the exceptional divisor C(m,k), cf. Remark 2.2.15. According to that remark
these coordinates satisfy the relation

z
(m,k)
0 (z(m−1,k) − γkm−1) = z

(m,k)
1 t.

In lines 12 to 15 we define U
(m,k)
0 as the chart of BlP U

(m−1,k)
0 where z

(m,k)
0 6= 0 and U

(m,k)
1

as the chart where z
(m,k)
1 6= 0. Note that U

(m,k)
0 \Z(t) is isomorphic to an open subscheme

of U0 \Z(t). We will describe this isomorphism explicitly later on in formulas (40) and (41).

In lines 16 and 17 we remove Z(f (m−1,k)) from U
(m−1,k)
0 , which ensures that this chart

1BlP C denotes the blow up of C in the point P
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will contain no nodes of the special fibre C. The chart U
(m,k)
1 contains exactly the node

C(m,k) ∩ C(m−1,k), after we deleted Z(⌊xj⌋(m)z̃(m,k) − 1) for several j in lines 18 to 22. In
the following, formulas (40) to (42), we want to describe several isomorphisms from the

rings R(m,k) and R̃(m,k) to other rings, but we will omit the localisations from line 17 and
20 as the notation is already messy enough without them. It is clear how to extend such

isomorphisms, namely if φ : R
∼
−→ S is an isomorphism, so is φ : Rf −→ Sφ(f). For

schemes this corresponds to restricting an isomorphism to open subschemes.

Let us now come back to the isomorphism of U
(m,k)
0 \Z(t) to an open subscheme ofU0 \Z(t),

which we will describe in terms of K-algebras, where the isomorphism is given by

(40)

KJtKt
[
z(l,k) | 0 ≤ l ≤ m

]
/〈z(l−1,k) − γkl−1 − z(l,k)t | 0 ≤ l ≤ m〉

∼
−→ KJtKt

[
z(0,k)

]

z(l,k) 7→ t−l(z(0,k) − ⌈xk⌉(l)) for 0 ≤ l ≤ m and KJtKt
id
−→ KJtKt.

One can see that this is an isomorphism by successively replacing z(l,k) by z(l−1,k) using the

relations that we mod out. The scheme U
(m,k)
0 \Z(t) is by construction the spectrum of the

localisation of the ring on the left by a ring element f and the open subscheme of U0 \Z(t)
is then the spectrum of the ring on the right localised at the image of f .

From now on we want to use different coordinates on U
(m,k)
0 , which are given by the iso-

morphism

(41)

KJtK
[
z(m,k)

] ∼
−→ KJtK

[
z(l,k) | 0 ≤ l ≤ m

]
/〈z(l−1,k) − γkl−1 − z(l,k)t | 0 ≤ l ≤ m〉

z(m,k) 7→ z(m,k) and KJtK
id
−→ KJtK.

That this is in fact an isomorphism is also easy to see using the relations we mod out. We
want to denote the composition of the isomorphisms in (40) and (41) by φ(m,k).

Form ≥ 1, we also want to use different coordinates on U
(m,k)
1 from now on. Using (41) we

can identify the rings KJtK
[
z(l,k) | 0 ≤ l ≤ m− 1

]
/
〈
z(l−1,k) − γkl−1 − z(l,k)t | 0 ≤ l ≤ m− 1

〉

and KJtK
[
z(m−1,k)

]
, therefore U

(m,k)
1 is the spectrum of

S(m,k) := KJtK
[
z(m−1,k)

] [
z̃(m,k)

]
/〈z̃(m,k)(z(m−1,k) − γkm−1)− t〉

localised at some ring element. There is an isomorphism of U
(m,k)
1 \Z(t) with an open

subscheme of U0 \Z(t)

(42)

φ̃(m,k) : S
(m,k)
t

∼
−→ KJtKt

[
z(0,k)

]
z(0,k)−⌈xk⌉(m)

z(m−1,k) 7→ (z(0,k) − ⌈xk⌉(m−1))t−(m−1)

z̃(m,k) 7→ (z(0,k) − ⌈xk⌉(m))−1tm and KJtK
id
−→ KJtK.

2. EXTENDING THE SECTIONS xj : The section xj : D∗
K

−→ C∗ := C \C can be extended
uniquely to a section xj : DK −→ C by the valuative criterion of properness. We claim

that xj(m) =
(
1 : γjmj

)
∈ C(mj ,j), where mj := max{m |V (m, j) is a vertex of G(Γb)}. In

particular the images xj(m) are distinct smooth points of C. To see this we consider the
restricted section xj : D∗

K
−→ U0 \Z(t). This restriction is given by a K-algebra homomor-

phism χj : KJtKt
[
z(0,k)

]
−→ KJtKt with χj(t) = t and χj(z

(0,k)) = xj . Now we use the iso-

morphisms from (40) and (41) and obtain that χj ◦ φ(mj ,j)(t) = t and χj ◦ φ(mj ,j)(z
(mj,j)) =

⌊xj⌋(mj), which means that xj(m) =
(
1 : γjmj

)
∈ C(mj ,j) ⊂ U

(mj ,j)
0 .

3. EXTENDING π: We want to extend π from U
(m,k)
i \Z(t) to U

(m,k)
i for i = 0, 1, separately

on each chart and then check that these extensions coincide on intersections, hence they
define a global extension π : C −→ X(Σ).
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First we extend π : U
(m,k)
0 \Z(t) −→ X(Σ) to U

(m,k)
0 form = 0, ..., N . On U0 \Z(t) the global

section πρ of O(dρ) trivialises to the regular function πρ = βρ
∏

j(xj − z(0,k))α
j
ρ which has

the preimage

φ−1
(m,k)πρ = βρ

∏

j

(xj − ⌈xk⌉
(m) − z(m,k)tm)α

j
ρ

on U
(m,k)
0 \Z(t). Clearly this extends to a regular function on U

(m,k)
0 . For 0 ≤ l ≤ m− 1

and j ∈ I(l, k) \ I(l + 1, k) we have v
(
xj − ⌈xk⌉(m)

)
= l while v

(
xj − ⌈xk⌉(m)

)
= m for

j ∈ I(m, k). Clearly v
(
xj − ⌈xk⌉(m)

)
is the maximal power of t which divides the term

xj − ⌈xk⌉(m) − z(m,k)tm in KJtK
[
z(m,k)

]
. Adding this up we see that

v(m,k)
ρ := v(βρ) +

m∑

l=1

∑

j∈I(l,k)

αj
ρ

is the maximal power of t that divides φ−1
(m,k)πρ in KJtK

[
z(m,k)

]
. The point (v

(m,k)
ρ )ρ equals

h̃b(V (m, k)) fromConstruction 2.2.20. By Lemma 2.1.13 there are a unique cone σV (m,k) ∈ Σ

and a point (v
(m,k)
ρ )ρ ∈ Z

Σ(1)
≥0 such that hb(V (m, k)) ∈ σ◦

V (m,k) and v
(m,k)
ρ > 0 iff ρ ∈

σV (m,k)(1). By Remark 2.1.7 the regular functions π
(m,k)
ρ := tv

(m,k)
ρ −v(m,k)

ρ φ−1
(m,k)πρ define

the same morphism as (φ−1
(m,k)πρ)ρ on U

(m,k)
0 \Z(t). When we say that regular functions

define a morphism, we actually mean the Σ-collection where all bundles and trivialisations
are trivial. Therefore we omit these redundant data. A computation shows that

π(m,k)
ρ = tv

(m,k)
ρ ⌊βρ⌋

(v(βρ))
m∏

l=0

∏

j∈J(l,k)

(
⌊xj − ⌈xk⌉

(m)⌋(l) − tm−lz(m,k)
)αj

ρ

,

where J(l, k) = I(l, k) \ I(l + 1, k) for 0 ≤ l ≤ m − 1 and J(m, k) = I(m, k). Hence

π
(m,k)
ρ |Z(t) = 0 if ρ ∈ σV (m,k)(1) and

(43) π(m,k)
ρ |Z(t) = cρ

∏

j∈I(m,k)

(γjm − z(m,k))α
j
ρ

for some cρ ∈ K
∗, else. So condition (2) of Definition 2.1.2 could by Remark 2.1.3 only be

violated in the points 〈t, z(m,k) − γjm〉, but those do by construction not belong to U
(m,k)
0 .

Hence (π
(m,k)
ρ )ρ defines a morphism π(m,k) : U

(m,k)
0 −→ X(Σ), which extends our original

morphism π : U
(m,k)
0 \Z(t) −→ X(Σ).

Now we want to extend π : U
(m,k)
1 \Z(t) −→ X(Σ) to U

(m,k)
1 form = 1, ..., N . As above the

global section πρ of O(dρ) trivialises to the regular function πρ = βρ
∏

j(xj − z(0,k))α
j
ρ on

U0 \Z(t). We obtain

φ̃−1
(m,k)πρ = βρ

∏

j

(xj − ⌈xk⌉
(m−1) − z(m−1,k)tm−1)α

j
ρ

which obviously which extends to a regular function on U
(m,k)
1 . We can apply the same

arguments as above withm− 1 to obtain that

tv
(m−1,k)
ρ −v(m−1,k)

ρ φ̃−1
(m,k)πρ =

tv
(m−1,k)

⌊βρ⌋
(v(βρ))

∏

j∈I(m,k)

(
⌊xj − ⌈xk⌉

(m)⌋(m−1) − (z(m−1,k) − γkm−1)
)αj

ρ

·
m−1∏

l=0

∏

j∈I(l,k)\I(l+1,k)

(
⌊xj − ⌈xk⌉

(m)⌋(l) − tm−1−l(z(m−1,k) − γkm−1)
)αj

ρ

.
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For j ∈ I(m, k) the formal power series ⌊xj − ⌈xk⌉(m)⌋(m−1) equals t⌊xj⌋(m) and hence

⌊xj − ⌈xk⌉
(m)⌋(m−1)−

(
z(m−1,k) − γkm−1

)
is divisible by z(m−1,k)−γkm−1 in S

(m,k). We obtain

π̃(m,k)
ρ := (z(m−1,k) − γkm−1)

v(m,k)
ρ −v(m,k)

ρ (z̃(m,k))v
(m−1,k)
ρ −v(m−1,k)

ρ φ̃−1
(m,k)πρ =

(z(m−1,k) − γkm−1)
v(m,k)
ρ (z̃(m,k))v

(m−1,k)

⌊βρ⌋
(v(βρ))

∏

j∈I(m,k)

(
(t⌊xj⌋

(m+1) + γjm)z̃(m,k) − 1
)αj

ρ

·
m−1∏

l=0

∏

j∈I(l,k)\I(l+1,k)

(
(Rj + (γjl − γkl ))− tm−1−l(z(m−1,k) − γkm−1)

)αj
ρ

for some Rj ∈ 〈t〉. Clearly π̃
(m,k)
ρ is still a regular function on U

(m,k)
1 and by Lemma

2.1.13 and Remark 2.1.7, the morphisms defined by the regular functions (π̃
(m,k)
ρ )ρ and

(φ̃−1
(m,k)πρ)ρ coincide on U

(m,k)
1 \Z(t). As for the case of π

(m,k)
ρ above, we will now check

that condition (2) of Definition 2.1.2 is also satisfied on Z(z̃(m,k)) = C(m−1,k) ∩ U
(m,k)
1 . We

have π̃
(m,k)
ρ |Z(z̃(m,k)) = 0 if ρ ∈ σV (m−1,k)(1) and for ρ /∈ σV (m−1,k)(1) we have

(44)

π̃
(m,k)
ρ |Z(z̃(m,k)) = c

(m−1,k)
ρ

(
∏

j∈I(m,k)

(−1)α
j
ρ

)

·(z(m−1,k) − γkm−1)
v(m,k)
ρ

∏
j∈I(m−1,k)\I(m,k)

(γjm−1 − z(m−1,k))α
j
ρ

with c
(m−1,k)
ρ = bρ

∏m−2
l=0

∏
j∈I(l,k)\I(l+1,k)(γ

j
l − γkl )

αj
ρ ∈ K

∗. For j ∈ I(m − 1, k) \ I(m, k)

the points (1 : γjm−1) ∈ C(m−1,k) do not belong to U
(m,k)
1 , therefore condition (2) might

only be violated at P := (1 : γkm−1) ∈ C(m−1,k). Note that P is the node of C connecting

C(m−1,k) and C(m,k). We see π̃
(m,k)
ρ (P ) = 0 if and only if ρ ∈ σV (m−1,k)(1) ∪ σV (m,k)(1)

and this is where our choice of b comes into play. By the choice of b the edge between
V (m − 1, k) and V (m, k) is mapped entirely into some cell τ ∈ Σ by h, hence τ(1) ⊃
σV (m−1,k)(1) ∪ σV (m,k)(1) and condition (2) is satisfied at P . Similarly we can check that

condition (2) is also satisfied on Z(γkm−1 − z(m−1,k)) and hence on all of U
(m,k)
1 . Therefore

(π̃
(m,k)
ρ )ρ defines a morphism π̃(m,k) : U

(m,k)
1 −→ X(Σ) which extends the original mor-

phism π : U
(m,k)
1 \Z(t) −→ X(Σ) . For later use we want to note that if ρ ∈ σV (m,k)(1) we

have π̃
(m,k)
ρ |Z(γk

m−1−z(m−1,k)) = 0 and

(45) π̃(m,k)
ρ |Z(γk

m−1−z(m−1,k)) = c(m,k)
ρ (z̃(m,k))v

(m−1,k)
ρ

∏

j∈I(m,k)

(γjmz̃
(m,k) − 1)α

j
ρ

for ρ /∈ σV (m,k)(1), where c
(m,k)
ρ is defined as above.

Finally we extend π : U
(0,k)
1 \Z(t) −→ X(Σ) to U

(0,k)
1 . On U1 \Z(t) the global section πρ

from (39) trivialises to π̃ρ = βρ
∏

j(xj z̃
(0,k)−1)α

j
ρ . This clearly extends to a regular function

on U
(0,k)
1 which is v(βρ)-times divisible by t. As above we obtain regular functions π̃

(0,k)
ρ :=

tv
(0,k)
ρ −v(0,k)

ρ π̃ρ = tv
(0,k)
ρ ⌊βρ⌋(v(βρ))

∏
j∈I(0,k)(xj z̃

(0,k) − 1)α
j
ρ on U

(0,k)
1 . As before, they define

the same morphism as (π̃ρ)ρ when restricted to U
(0,k)
1 \Z(t). We have π̃

(0,k)
ρ |Z(t) = 0 for

ρ ∈ σV (0,k)(1) and

(46) π̃(0,k)
ρ |Z(t) = bρ

∏

j

(
γj0 z̃

(0,k) − 1
)αj

ρ
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for ρ /∈ σV (0,k)(1). Since none of the points (1 : γj0) ∈ C(0,k) belongs to U
(0,k)
1 , condition (2)

of Definition 2.1.2 is satisfied on U (0,k). Therefore the tuple (π̃
(0,k)
ρ )ρ defines a morphism

π̃(0,k) : U
(0,k)
1 −→ X(Σ) which extends π : U

(0,k)
1 \Z(t) −→ X(Σ).

Now we want to see that all these morphisms patch to a morphism π : C −→ X(Σ).
Let U denote the intersection of all charts, which is clearly contained in C∗. Then U ⊂

U
(m1,k1)
0 ∩U

(m2,k2)
0 is an open dense subset on which by construction π(m1,k1) = π(m2,k2).

Therefore, asX(Σ) is separated and C is integral, we have π(m1,k1) = π(m2,k2) on the whole

intersection U
(m1,k1)
0 ∩U

(m2,k2)
0 . The same argument for the other possible intersections of

the charts shows that we indeed obtain a global morphism π : C −→ X(Σ).

4. π ON THE SPECIAL FIBRE C : Nowwe want to explicitly describe the restrictedmorphism

π : C −→ X(Σ). Let π|C(m,k) be given by polynomials πC(m,k)

ρ , which we will determine

in the following. For this we will need the charts U
(m+1,i)
1 for i ∈ I(m, k), where C(m,k) is

given by Z(z̃(m+1,i)), and additionally U
(m,k)
1 , where C(m,k) is given by Z(γkm− z(m,k)). We

need all of these charts in order to cover all the special points on the irreducible component.

Let I(m, k) =
∐r

i=1 I(m + 1, ki) with k1 = k, and let E(i) =
∑

j∈I(m+1,ki)
Xj . Here Xj =∑

ρ α
j
ρeρ as in Construction 2.2.20. Then there is a unique cone τi ∈ Σ with τi ≥ σV (m,k)

such that the image of pΣ(E(i)) in Rm/VσV (m,k)
lies in τ◦i . This means there are unique

integers e
(i)
ρ with pΣ(E(i)) =

∑
ρ e

(i)
ρ uρ, such that e

(i)
ρ > 0 if ρ ∈ τi(1) \ σV (m,k)(1), e

(i)
ρ ∈ Z

if ρ ∈ σV (m,k)(1) and e
(i)
ρ = 0 else.

In particular E(i) ≡ (e
(i)
ρ )ρ mod LΣ and we can apply Remark 2.1.7 to (44) and we see that

the regular functions

c(m,k)
ρ


 ∏

j∈I(m+1,k)

(−1)α
j
ρ


 (z(m,k) − γkm)v

(m+1,k)
ρ

r∏

i=2

(γki
m − z(m,k))e

(i)
ρ

define the same morphism on U
(m+1,k)
1 ∩C(m,k) as those in (44). After applying Remark

2.1.7 one more time for E(1) and the factor −1, we end up with

s(0)ρ := c(m,k)
ρ (−1)e

(1)
ρ (z(m,k) − γkm)v

(m+1,k)
ρ

r∏

i=2

(γki
m − z(m,k))e

(i)
ρ ,

still defining the same morphism. Note that h̃b(V (m, k)) + E(1) = h̃b (V (m+ 1, k)) so

we have E(1) ≡ (v
(m+1,k)
ρ − v

(m,k)
ρ )ρ mod LΣ. By our choice of b the two cones σV (m,k)

and σV (m+1,k) are faces of the cone τ1 ∈ Σ from above. By definition v
(m,k)
ρ = 0 for ρ /∈

σV (m,k)(1) and v
(m+1,k)
ρ − v

(m,k)
ρ = 0 for ρ /∈ τ1(1), so we must have

(
v
(m+1,k)
ρ − v

(m,k)
ρ

)
ρ
=

(e
(1)
ρ )ρ. Therefore

s(0)ρ = c(m,k)
ρ

r∏

i=1

(γki
m − z(m,k))e

(i)
ρ

on U
(m+1,k)
1 . On the other charts U

(m+1,i)
1 ∩C(m,k) we obtain the same sections. Alterna-

tively, we can say that s
(0)
ρ extends to all of these charts. On the chart U

(m,k)
1 we can do the

same and we obtain that the regular functions

s(1)ρ := c(m,k)
ρ (z̃(m,k))v

(m−1,k)
ρ

r∏

i=1

(γki
m z̃

(m,k) − 1)e
(i)
ρ

which define the same morphism as those from (45), respectively (46). Furthermore the

cones σV (m,k) and σV (m−1,k) span a cone τ0 ∈ Σ. As above we see that for e
(0)
ρ := v

(m−1,k)
ρ −

v
(m,k)
ρ we have e

(0)
ρ > 0 if ρ ∈ τ0(1) \ σV (m,k)(1), e

(0)
ρ ∈ Z for ρ ∈ σV (m,k)(1) and e

(0)
ρ = 0



2.2. TROPICAL AND ALGEBRAIC MODULI SPACES 89

else. If we define d
(m,k)
ρ =

∑r
i=0 e

(i)
ρ it is now clear that s

(0)
ρ and s

(1)
ρ glue to a global section

πC(m,k)

ρ of O(d
(m,k)
ρ ) which looks as follows:

(47)

πC(m,k)

ρ =





c
(m,k)
ρ (z

(m,k)
0 )e

(0)
ρ

r∏
i=1

(
z
(m,k)
0 γki

m − z
(m,k)
1

)e(i)ρ

if ρ /∈ σV (m,k)(1)

0 if ρ ∈ σV (m,k)(1)

with c
(m,k)
ρ = bρ

m−1∏
l=0

∏
j∈I(l,k)\I(l+1,k)

(γjl − γkl )
αj

ρ .

Note that form = 0 there is noE(0), therefore we read the above formula with (e
(0)
ρ )ρ = 0 in

that case. Also
(∑

ρ e
(i)
ρ uρ

)
i=0,1,...,r

is the local degree of (Γb, x1, ..., xn, hb) around V (m, k)

in StarΣ(σV (m,k)), as it is claimed in Theorem 2.2.18. Again, for m = 0 we must leave out
i = 0.

5. STABILISING THE FAMILY: The special fibre C might be unstable, so we have to get
rid of the unstable components. It is possible to just contract the unstable components
of the limit. Proposition 3.10 of [BM96] tells us that there is a family of stable maps

(C̃, p̃, DK, x̃1, ..., x̃n, π̃), and a proper surjective morphism f : C −→ C̃ over DK such that
π = π̃ ◦ f , p = p̃ ◦ f and x̃j = f ◦ xj for j ∈ [n]. Furthermore f is one-to-one on geometric

points which do not lie on unstable components of C. So (C̃, p̃, DK, x̃1, ..., x̃n, π̃) is a family
of stable maps which extends the family we started with.

Note that unstable components will be those on which the map is constant and on which
there are less than three special points. As we saw above, C(m,k) is unstable if and only if
V (m, k) is an S-vertex of G(Γb).

Example 2.2.22. Let∆ = (2e1+3e2, e0+e1, e0+2e3, e3, e0) be a degree of tropical curves in

R3. Let furthermore Σ = L3
3 and let H = Z(

∑3
i=0 yi) ⊂ X(Σ) = P3 = ProjC [y0, y1, y2, y3].

Let

x1 = 0, x2 = 1, x3 = t2, x4 = −1, x5 =
t2

1− 2t2

and β0 = 1, β1 =
2t2(t2 − 1)

1− 2t2
, β2 = −

2(t2 − 1)2

1− 2t2
, β3 =

1

1− 2t2

which define a family inW∆,H as in the previous construction. Using the geometric series
we can see that x5 = t2 + 2t4 + 4t6 + ... and hence I(1, 1) = I(2, 1) = {1, 3, 5} and I(3, 5) =
I(4, 5) = {3, 5}. All other sets I(m, k) for m ≥ 1 are I(m, k) = {k} for k ∈ [5]. We can
compute (Γ, x1, ..., x5, h) = trop(P1

D∗
C
, pr, D∗

C, x1, ..., x5, π), which is depicted below.

x1
x4

x2

x3

x5

x2

x1

x3
x5

x4

V (0, k)

level

...

0

1

2

3

4
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Here the abstract tropical curve Γ is shown on the right together with all its vertices V (m, k)
and indicated level structure. There is one I-vertex which is coloured green and one S-
vertex which is coloured in red. On the left hand side we see the image h(|Γ|) in the tropi-
calisation L3

2 of H . By (47) we obtain the following stable limit of the above family:

On C(0,k) : (z0 : z1)
π
7→ (z0 − z1 : 0 : 2z1 : −z0 − z1) with markings x2(m) = (1 : 1),

x4(m) = (1 : −1) and a node (1 : 0)

On C(2,k) : (z0 : z1)
π
7→ (1 : 0 : 0 : −1) with a marking x1(m) = (1 : 0)

and nodes (0 : 1), (1 : 1)

On C(3,k) : (z0 : z1)
π
7→ (z21 : z20 : −z20 : −z21) with nodes (0 : 1), (1 : 0)

On C(4,k) : (z0 : z1)
π
7→ (0 : 1 : −1 : 0) with markings x3(m) = (1 : 0), x5(m) = (1 : 2)

and a node (0 : 1).

The component C(1,3) belonging to the red vertex is contracted by the stabilisation. Note
that the above family can be obtain from a family over SpecCJsKs by a base change s = t2.
If we tropicalise the family in s, we obtain the above tropical curve stretched by 1

2 and the
red and the green vertex do not occur. Hence we have an edge of the tropical curve which
passes through a cell of lower dimension without seeing it. As in the previous construction,
this would cause a problem if we tried to extend the family in s. Thereforewe have to apply
the base change first.

Lemma 2.2.23. Let X be a smooth projective variety and let β ∈ H2(X)+. If U ⊂ M0,n(X, β) is

a locally closed or open substack, then every stable map C = (C, x1, ..., xn, π) in the closure U can

be found as the special fibre of a family (C̃, p,DC, x̃1, ..., x̃n, π̃) with generic fibre in U .

PROOF. Assume we have a family F = (C′, p′, B′, x′1, ..., x
′
n, π

′) with dimB′ > 0 and a
C-rational point P ∈ B′ such that the fibre over P is C. For φ : B = SpecOB′,P −→ B′ the
pull back family φ∗ F clearly has fibre C over the unique closed point n ∈ B. This induces a
morphism B −→ M0,n(X, β) and the closed immersion U →֒ M0,n(X, β) induces a closed

immersion T →֒ B of schemes, where T = U×BM0,n(X, β), cf. the definition of a substack.
In the same way U →֒ U induces a locally closed embedding T →֒ T as a dense subscheme.
Now n ∈ T , by the assumption that C is in U . As B is noetherian we have dimB < ∞.
Hence we can find an irreducible curve ι : S →֒ T passing through n and not contained in
T \ T , by intersecting with suitable functions f ∈ OB(B) and then choosing an irreducible

component. Finally we normalise ν : S̃ −→ S, pick some preimage P ∈ ν−1(n) and the

irreducible component S′ of S̃ containing P . Let mP be the maximal ideal defining P . By
the Cohen Structure Theorem, cf. [Eis04] Theorem 7.7, we obtain an étale neighbourhood
of P

j : DC = SpecCJtK ∼= Spec ÔS′,P −→ SpecOS′,P −→ S′.

Then the pull back family j∗ν∗ι∗φ∗ F on DC has the desired properties. �

PROOF OF THEOREM 2.2.18. By Lemma 2.2.23 the curve (C, x1, ..., xn, π) occurs as geo-
metric fibre over m in a family of stable maps over DC. The claim then follows from Con-
structions 2.2.20 and 2.2.21, in particular part (2) and (3) of the claim can be seen by the
formula for the limit map (47). We can apply these constructions by Lemma 2.2.17. �

Given a family (C, p,DK, x1, ..., xn, π) with generic fibre in W ◦
∆,Y , we defined the tropical-

isation of the family restricted to D∗
K
in Construction 2.2.20. Now we want to investigate

how to compute the tropicalisation of this family in terms of algebraic intersection theory
on DK. This will be the content of the following two lemmas.
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Lemma 2.2.24. Consider a morphismDK

ι
−→W∆,Y such that ι−1W ◦

∆,Y 6= ∅. This corresponds to
a family inW ◦

∆,Y over D∗
K
, which by Construction 2.2.20 has a tropicalisation C. If I = {i, j, k, l}

and FI = ftI ◦ι then there is the following relation between tropical and algebraic forgetful maps

(48) ftI(C) = ordm F
∗
I (ij|kl)vij + ordm F

∗
I (ik|jl)vik + ordm F

∗
I (il|kj)vil.

PROOF. We assume that ftI(C) = λvij ∈ M0,I , and by Lemma 2.2.17 we can assume
that the sections are given by (1 : xj) : D∗

K
−→ P1

D∗
K

with xj ∈ KJtK. The morphism

FI : D∗
K
−→ M0,I

∼= P1 is given by the cross ratio of the four sections in I , and there is an
affine chart SpecC [x] ⊂ P1 such that the divisor (ij|kl) is given by the regular function x.
Its pull back therefore is

F ∗
I (ij|kl) = F ∗

I x =
(xj − xi)(xk − xl)

(xj − xl)(xk − xj)
∈ KJtKt

and it vanishes with order v(F ∗
I x) at m, so

ordm F
∗
I (ij|kl) = v(xj − xi) + v(xk − xl)− v(xj − xl)− v(xk − xj).

We will distinguish between the following cases:

• The situation is like in the first picture below. Then λ = v(xi−xj) by Construction
2.2.20. Also v(xk − xl) = v (xl − xj) = v (xk − xj) = 0which implies

v (F ∗
I x) = v (xi − xj) .

• Assumewe are in the situation in the second picture below. Then λ = v (xi − xj)−
v (xk − xj) and v (xi − xj) ≥ v (xk − xj) ≥ 0 and v (xl − xk) = v (xl − xj) = 0. It
follows that

v(F ∗
I x) = v (xi − xj)− v(xk − xj).

• Assume we are in the situation on the right in the picture below, so v (xi − xj) ≥
v (xk − xj) ≥ v (xl − xj) = v (xk − xl) and λ = v (xi − xj)− v (xk − xj). The case
where xk and xl are swapped in the graph works similar. So

v(F ∗
I x) = v(xi − xj)− v(xk − xj).

xixj

xk

xl

xixj

xk
xl

K

xixj

xkxl

...

t0
t1
t2

In any case we obtain that ordm F
∗
I (ij|kl) = λ, which proves the claim. �

Together with Lemma 1.2.11 we can use the above lemma to uniquely determine the un-
derlying abstract tropical curve. In the next lemma we want to describe how to recover the
map into Rm. Unfortunately I do not know how to do this using barycentric coordinates,
so we will use approach (3) from Construction 1.2.21, i.e. we have two root leaves.

For let σ ∈ Σ be a cone. Let Sσ =
⋃

τ∈Σ: τ≥σ τ(1) \ σ(1), then Sσ is in obvious bijection to

StarΣ(σ)(1). We want to denote the images of the primitive generators uρ of the rays ρ ∈ Sσ

under the projection to Rm/Vσ by fρ. These are then the primitive generators of the rays in
StarΣ(σ).
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Lemma 2.2.25. Consider a morphism DK

ι
−→ W∆,Y such that ι−1W ◦

∆,Y 6= ∅. This corresponds
to a family inW ◦

∆,Y overD∗
K
, which by Construction 2.2.20 has a tropicalisation C. Let σ be a cone

of Y and δk ∈ ∆ with δk ∈ σ◦ , fρ as above and EVk = evk ◦ι. Then we obtain the following
relation between tropical and algebraic evaluation maps

(49) evVσ

k (C) =
∑

ρ∈Sσ

ordm EV∗
kDρfρ ∈ Rm/Vσ

PROOF. Let the restriction of the family toD∗
K
be as in Lemma 2.2.17, with βρ, xj ∈ KJtK

and the morphism given by (πρ)ρ with πρ = βρ
∏

j(z0xj − z1)
αj

ρ . Then EVk is given by a

tuple of power series (EVk,ρ)ρ in KJtK with

EVk,ρ =

{
βρ
∏

j(xj − xk)
αj

ρ if ρ /∈ σ(1)

0 if ρ ∈ σ(1)

on D∗
K
. Let mk be the smallest integer m such that |I(m + 1, k)| = 1. As in Construction

2.2.21, we define

vρ = v(βρ) +
mk∑

l=1

∑

l∈I(l,k)

αj
ρ

and we can see that vρ is the highest power of t that divides EVk,ρ if ρ /∈ σ(1). By Lemma

2.1.13 there is a unique cone τ ∈ Σ and a unique (vρ)ρ ∈ Z
Σ(1)
≥0 with (vρ)ρ ≡ (vρ)ρ mod LΣ

and vρ > 0 if and only if ρ ∈ τ(1). Then by Remark 2.1.7 the tuple of regular functions
(
tvρ−vρ EVk,ρ

)
ρ

defines a morphism into X(Σ) which extends EVk |D∗
K
to DK and therefore equals EVk.

Now it is obvious that

ordm EV∗
kDρ =

{
vρ if ρ /∈ σ(1)
0 if ρ ∈ σ(1)

.

Furthermore (vρ)ρ is the point h̃(V (mk, k)) from Construction 2.2.20 and h(V (mk, k)) =∑
ρ∈τ(1) vρuρ. As V (mk, k) is incident to the leaf xk, we obtain evVσ

k (C) =
∑

ρ∈τ(1)\σ(1) vρfρ.
�

Remark 2.2.26. In the following wewill mostly be interested in the case of hyperplanesY =
Lm
m−1. So we have to consider subvarieties Y ⊂ Pm with this tropicalisation. An obvious

choice for Y are projective linear spaces of dimensionm−1. So let now Y ∼= Pm−1 in which
case we obtain a closed embeddingM0,n(P

m−1, d) ∼= M0,n(Y, d) →֒ M0,n(P
m, d). There is

a natural action of G = Aut(Pm) on M0,n(P
m, d) which sends M0,n(Y, d) to M0,n(gY, d)

for every element g ∈ G. We also have gW ◦
∆,Y = W ◦

∆,gY for those g ∈ G which keep the
coordinate hyperplanes fixed (diagonal matrices). So in particular gW∆,Y = W∆,gY . Every
hyperplane which tropicalises to Lm

m−1 is not contained in any coordinate hyperplane. Fur-
thermore, two such hyperplanes can be mapped to each other by an element g ∈ G fixing
all coordinate hyperplanes. We conclude that all possibleW∆,Y are isomorphic in this case,
for a fixed∆ and Y ∼= Pm−1.

Example 2.2.27. Consider the degree ∆ = (2e1 + 3e2, e0 + e1, e0 + 2e3, e3, e0) and the

hyperplane H = Z(
∑3

i=0 yi) ⊂ P3 = ProjC [y0, y1, y2, y3]. Furthermore let H0, ..., H3 de-
note the coordinate hyperplanes. Computations as in Remark 2.3.5 will show that we have
dimW∆,H = 1. The same kind of computation yields a one dimensional family in W ◦

∆,H

with limit a curve C = (C, x1, ..., x5, π) ∈ ∂W∆,H as follows: The curve C has three irre-
ducible components C1 with marked points x2 and x3, C2 with marked points x4 and x5
and C3 with marked point x1. HereC1 intersects C3 in a node and also C2 intersects C3 in a
node. The morphism π has degree two on C1, hence it is embedded as a conic, it has degree
one on C2 and it maps onto the lineH2, furthermore it is constant on C3. The picture below
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shows the image π(C) in H ∼= P2 on the left. By the correspondence from Theorem 2.2.18
this belongs to the tropical combinatorial type depicted on the right.

H3

H1

H0H2

x2

x1

x4x3

x5

C1

C2

x1

x3

x4

x2 x5

There is also another one dimensional family W ′ ⊂ M0,5(H, 3) of curves in M∆,H . In the
above picture this family is given by moving the image of C2 but requiring that it passes
throughH1 ∩H2. ThenW ′ also contains the curve C′ depicted below.

H3

H1

H0H2

x5
x2

x1
x4

x3

C1

C2
e1

e2
x1

v1v2

v3

By Proposition 2.2.12 the stable map C′ corresponds to a quasi-resolution of ∆, which we
already saw in Example 2.2.9. The picture shows the situation only inside the cone σ12.
We see that the vertices fit together pairwise but not all at the same time, hence we do not
obtain a corresponding combinatorial type of tropical curves in L3

2. So by Theorem 2.2.18
we can conclude that C′ cannot be the limit of a family of irreducible curves inW∆,H . There
is another interesting curve inW∆,H , namely the one from Example 2.2.22. It corresponds
to the tropical combinatorial type below.

The tropical curve passes through the origin with a weight two edge, but we would expect
that such a curve is locally not realisable at the origin (cf. Example 2.3.7). The vertex type
of the vertex that is mapped to the origin has resolution dimension −1, hence the combina-
torial type is not admissible in the sense of Definition 1.5.8.
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Example 2.2.28. Consider the degree∆ = (e1+e2, e1+2e2, e3, 2e0+2e3, e0+e1) for curves
in L3

2, let H ⊂ P3 be as in the previous example and let H0, ..., H3 denote the coordinate
hyperplanes. A computation as in Remark 2.3.5 will show thatW∆,H = ∅ even though we
would expect (cf. Construction 2.3.3) it to be one dimensional. Consider the combinatorial
type γ of degree∆ curves in L3

2 from the picture below.

v
w

u

2

x4

x1

x3

x2

x5

x5 x3

x2

v

w

u

x4

x1

h

In the picture the red number 2means that the edge is of this weight. As ∂W∆,H = ∅, there
is no algebraic stable map of combinatorial type γ. However, for each vertex of γ we can
find a corresponding algebraic stable map: We have thatW∆v ,H 6= ∅ by Example 2.3.7. To
w there corresponds a degree one cover of the line H ∩ H1 and to u corresponds a degree
zero map to the point H ∩H1 ∩H2.

Example 2.2.29 (Rational curves on the Hirzebruch surface). In this example we want to
consider two different curves Y1, Y2 ⊂ Fn. The fan of Fn is generated by uρ1 = ne2 − e1,
uρ2 = e2, uρ3 = e1 and uρ4 = −e2 as depicted below. Consider the maps

π1(z0 : z1) = (z0 : 1 : z1 : (z1 − z0)
n) and π2(z0 : z1) = (z0 : 1 : z1 :

n∏

i=1

(xiz0 − z1))

where the homogeneous coordinates of Fn are ordered the same way as the generators
and the xi ∈ C∗ are pairwise distinct. One can see that Y1 := π1(P

1) and Y2 := π2(P
1)

both tropicalise to Y which consists of the cones ρ1, ρ3 and ρ4 with weights 1, 1 and n
respectively.

Y

ρ1

ρ3

ρ4

ρ2

n

h1
h2

Consider the degrees ∆1 = (uρ3 , nuρ4 , uρ1) and ∆2 = (uρ3 , uρ4 , ..., uρ4 , uρ1). The picture
above shows Y as subfan of the fan of Fn in green and also shows the abstract graphs
of the tropical stable maps of degrees ∆1 and ∆2 corresponding to (P1, 0, 1,∞, π1) and
(P1, 0, x1, ..., xn,∞, π2) according to Theorem 2.2.18. Recall that by definition ofW∆i,Yi

all
intersections with boundary divisors are marked. As Y1 has only one intersection point
withDρ4 (of multiplicity n) while Y2 intersectsDρ4 n times with multiplicity one, it follows
thatW∆1,Y2 = ∅ = W∆2,Y1 , whileW∆i,Yi

6= ∅ for i = 1, 2. In particular this example shows
that the spaceW∆,Y in general depends on Y and not just the tropicalisation Y .
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2.3. The virtual fundamental class

As we saw in the previous section, W∆,Y encodes combinatorial types of degree ∆ curves
in Y . However, we also saw that this space is not well behaved. By Example 2.2.28, there
is no hope for the boundary ∂W∆,Y to have any sort of recursive structure in the way the
boundary ofM0,n(X, β) has. Also, the combinatorial types which can occur are not always
admissible in the sense of Section 1.5, as shown in Example 2.2.22. Furthermore, we will
see in Example 2.3.7 that the expected dimension ofW∆,Y is not always equal to its actual
dimension, which makes it difficult to do intersection theory on W∆,Y . Which dimension
the expected one is, will be discussed in Construction 2.3.3. The usual solution to this

dimension issue is to define a virtual fundamental class [W∆,Y ]
vir, which will be the goal

of this section.

Lemma 2.3.1. Let n = |∆| ≥ 3 and m = dimX(Σ), then W ◦
∆,X(Σ)

∼= M0,n × Tm, where

Tm is the m-dimensional torus over C. In particularW ◦
∆,X(Σ) is smooth and of dimension |∆| +

dimX(Σ)− 3.

PROOF. The idea of the proof is easy: as we saw several times, a curve inW ◦
∆,X(Σ) over

C is given by a tuple of homogeneous polynomials in two variables. These are uniquely
determined by their zeroes (nmarked points) and scalars in C∗ (up to action of the torusGΣ

from (26), their number ism). Nevertheless, this needs to be formalised. Fix amaximal cone
σ ∈ Σ(m), let Tm = Spec C

[
β±1
ρ | ρ ∈ σ(1)

]
, βρ := 1 for ρ /∈ σ(1) andM :=M0,n×Tm. First

we want to describe the universal family over M. Let µ : M −→ M0,n and τ : M −→ Tm

denote the projections. Let (P1
M0,n

, p,M0,n, x1, ..., xn) be the universal family overM0,n. Let

U := M×P1 and let p̃ : U −→ M and µ : U −→ M0,n × P1 denote the projections. Then
the right square in the following commutative diagram is Cartesian.

C U P1
M0,n

S M M0,n

Φ µ

Φ µ

p̂ p̃ p

ϕ

ϕ

The rest of the diagramwill be explained below. As the right square is Cartesian, we obtain

pull back sections x̃j : M −→ U from the xj . LetHρ := OP1
M0,n

(∑
j α

j
ρxj

)
and fix canonical

sections sρ ∈ Γ(P1
M0,n

,Hρ) representing the Cartier divisors
∑

j α
j
ρxj . Furthermore fix triv-

ialisations cλ :
⊗

ρH
〈λ,uρ〉
ρ

∼
−→ OP1

M0,n
for allΛ ∈ Λ∨. Clearly τ∗βρ is a global section ofO∗

M

and hence (µ∗sρ)(p̃
∗τ∗βρ) =: π̃ρ is a global section of µ∗ Hρ = OU

(∑
j α

j
ρx̃j

)
. Let c̃λ denote

the trivialisations that are induced from cλ via pull back along µ. Then (µ∗ Hρ, π̃ρ, c̃λ) is
a Σ-collection which yields a morphism π̃ : U −→ X(Σ) by Lemma 2.1.4. By construction
(U , p̃,M, x̃1, ..., x̃n, π̃) is a family inW ◦

∆,X(Σ).

Now consider any family (C, p̂, S, x̂1, ..., x̂n, π̂) in W ◦
∆,X(Σ). By the universal property of

M0,n the family (C, p̂, S, x̂1, ..., x̂n) is isomorphic to the pull back of the universal family
overM0,n via some morphism ϕ : S −→M0,n . Let ϕ : C −→ P1

M0,n
denote the morphism

induced by ϕ. So also the outer square in the above diagram is Cartesian. By Lemma 2.1.4

and definition ofW ◦
∆,X(Σ), the morphism π̂ is given by a Σ-collection (Ĥρ, π̂ρ, ĉλ), where π̂ρ
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is a global section of Ĥρ = OC

(∑
j α

j
ρx̂j

)
which cuts out

∑
j α

j
ρx̂j . As ϕ∗xj = x̂j for the

divisors given by the images of the sections, we conclude ϕ∗ Hρ = Ĥρ. Let c′λ denote the
trivialisations that are obtained from cλ via pull back along ϕ. As in the proof of Lemma

2.1.4 or in Example 2.1.5 we obtain global sections ωρ of O∗
C such that c′λ = (

∏
ρ ω

〈λ,uρ〉
ρ )ĉλ

holds for all λ ∈ Λ∨. Then (Ĥρ, ωρπ̂ρ, c
′
λ) is equivalent to (Ĥρ, π̂ρ, ĉλ) and hence also defines

π̂. For each ρ the sections ωρπ̂ρ and ϕ∗sρ define the same cycle
∑

j α
j
ρx̂j on C, therefore

they differ only by a global section β̃ρ of O∗
C . Using Remark 2.1.6 we can assume β̃ρ = 1

for ρ /∈ σ(1). Then the remaining β̃ρ are uniquely determined. As the fibres of p̂ are P1,

the sections β̃ρ must be constant on fibres and hence there are global sections β̂ρ of O∗
S

with p̂∗β̂ρ = β̃ρ. The (β̂ρ)ρ∈σ(1) define a morphism φ : S −→ Tm with φ∗βρ = β̂ρ for all

ρ ∈ Σ(1). So we obtain morphisms Φ := ϕ × φ : S −→ M and Φ = ϕ × φ. With these
morphisms also the left square is Cartesian. We also have τ ◦ p̃ ◦ Φ = τ ◦ Φ ◦ p̂ = φ ◦ p̂,

which implies Φ
∗
(p̃∗τ∗βρ) = p̂∗φ∗βρ = p̂∗β̂ρ. Furthermore Φ

∗
µ∗sρ = ϕ∗sρ and we obtain

ωρπ̂ρ = (ϕ∗sρ)(p̂
∗β̂ρ) = Φ

∗
((µ∗sρ)(p̃

∗τ∗βρ)) = Φ
∗
π̃ρ. As ϕ = µ ◦ Φ, we conclude that

Φ
∗
µ∗ Hρ = Ĥρ and that c′λ is also the trivialisation induced by c̃λ via pull back along Φ.

Hence π̂ = π̃ ◦Φ. This means the family (C, p̂, S, x̂1, ..., x̂n, π̂) is isomorphic to the pull back
of the universal family overM along Φ. �

Lemma 2.3.2. Assume we have an integral hypersurface Y ⊂ X(Σ) with tropicalisation Y , a
subfan of Σ. If [Y ] =

∑
ρ∈Σ(1) cρDρ in Am−1(X(Σ)) then the tropical rational function ϕ =∑

ρ∈Σ(1) cρΨρ (cf. Definition 1.3.9) satisfies ϕ.Rm = Y . In particular OX(Σ)(Y ) is generated by

global sections.

PROOF. By Lemma 2.3 of [KP11], the weight ωY(τ) of a maximal cone of Y is given by

ωY(τ) = deg [Y ] .V (τ) = deg
∑

ρ

cρDρ. [V (τ)] =
∑

ρ

cρ degDρ. [V (τ)] .

Let ρ1(τ) and ρ2(τ) denote the two unique rays that span maximal cones σ1 and σ2 of Σ
together with τ . We fix a maximal σ > τ for the rest of this proof, say σ = σ1. We need
to distinguish between three different cases. The first one is that ρ and τ do not span a
cone in Σ, then degDρ. [V (τ)] = 0. The second one is that ρ and τ span a maximal cone
of Σ, then degDρ. [V (τ)] = 1. The last case is that ρ ∈ τ(1), where we need to replace

Dρ = −
∑

ρ′ /∈σ1(1)
m(σ1)

ρ′

ρ Dρ′ (cf. formula (31)). This equality comes from div(χλρ) = 0

where (λρ)ρ∈σ1(1) is the dual basis of (uρ)ρ∈σ1(1). After replacing Dρ, we have reduced the
problem to the first two cases. Adding everything up we obtain

ωY(τ) = cρ1(τ) + cρ2(τ) −
∑

ρ∈τ(1)

cρm(σ1)
ρ2(τ)
ρ

where the first two summands are coming from case one and the sum results from case
three.

If we compute ωϕ.Rm(τ) using formula (8) we can choose vσi/τ = uρi(τ) for i = 1, 2 and
obtain

vσ1/τ + vσ2/τ =
∑

ρ∈τ(1)

m(σ1)
ρ2(τ)
ρ uρ ∈ Vτ .

Plugging this into the formula (8), we see immediately that ωY(τ) = ωϕ.Rm(τ) for all τ ∈
Σ(m− 1).

The line bundle is generated by global sections by Theorem 6.3.12 of [CLS11], as the inter-
section numbers [Y ] .V (τ) = ωY(τ) are non-negative for all τ of codimension one, i.e. all
torus invariant irreducible curves. �
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Construction 2.3.3 (The vector bundle EY ). We will imitate a construction from Kontse-
vich’s celebrated paper [Kon]. Let Y ⊂ X(Σ) be a hypersurface such that its tropicalisation
Y is a subfan of Σ, and let ∆ be the degree of a tropical fan curve. Furthermore we want
to assume that OX(Σ)(Y ) is generated by global sections and that there is a global section
y ∈ Γ(X(Σ),OX(Σ)(Y )) with Z(y) = Y . If for example Y is integral, these two condi-
tions are ensured by Lemmas 2.1.10 and 2.3.2. We want to describe the locus of curves in
M0,n(X(Σ), β∆) which lie in Y as the zero locus of a global section of some vector bun-

dle EY onM0,n(X(Σ), β∆). If f : U −→M0,n(X(Σ), β∆) denotes the universal family with
morphism π : U −→ X(Σ), then we want to define EY := f∗π

∗ OX(Σ)(Y ). This is a sheaf

on M0,n(X(Σ), β∆) which assigns to a family (C, fS , S, x1, ..., xn, πS) the OS(S)-module
Γ(S, fS

∗ π
∗
S OX(Σ)(Y )).

Now we want to see that this is a locally free sheaf. The restriction of π∗
S OX(Σ)(Y ) to a

fibre Cs of fS over s ∈ S is (πS)∗s OX(Σ)(Y ). It is easy to see that a line bundle on a nodal
genus zero curve which is generated by global sections has no higher cohomology because
this is true for the irreducible components, which are P1s. From this the statement follows
by "gluing" the restrictions to the irreducible components to the original line bundle. As
OX(Σ)(Y ) is generated by global sections, we obtain H1(Cs, (πS)

∗
s OX(Σ)(Y )) = 0. Know-

ing this, the Riemann-Roch-Theorem for nodal curves ([Ful98], Example 18.3.4) yields

h0(Cs, (πS)
∗
s OX(Σ)(Y )) = deg(πS)

∗
s OX(Σ)(Y ) + 1.

But the degree of the line bundle is constant in flat families of curves, hence also the num-
ber h0(Cs, (πS)

∗
s OX(Σ)(Y )) is constant on S. By [Har97] III, Corollary 12.9 it follows that

fS
∗ π

∗
S OX(Σ)(Y ) is a locally free sheaf of rank h0(Cs, (πS)

∗
s OX(Σ)(Y )) as fS is flat. In partic-

ular, if we choose S as an atlas (cf. Definition 3.1 in [Gil84]) ofM0,n(X(Σ), β∆) we see that
EY is locally free, cf. Definition 7.1 of [Gil84]. Therefore there is also an associated vector
bundle EY −→M0,n(X(Σ), β∆), cf. Definition 1.18 of [Vis89].

Nowwe want to show that if Y is integral, the vector bundleEY is actually of rankKY .∆+
1. For this we restrict to a smooth curve (P1, x1, ..., xn, π). By Lemma 2.3.2 we have that
OX(Σ)(Y ) ∼= OX(Σ)(

∑
ρ cρDρ) and Y = ϕ.Rm with ϕ =

∑
ρ cρΨρ. Hence the canonical

divisor is KY = ϕ|Y and KY .∆ =
∑

ρ cρ degΨρ.∆ =
∑

ρ cρdρ, where ∆ also stands for the

canonical tropical fan defined by it. On the other hand π∗ OX(Σ)(Dρ) ∼= OP1(dρ) by Lemma

2.1.4, which means π∗ OX(Σ)(Y ) ∼= OP1(
∑

ρ cρdρ), so we conclude h0(C, π∗ OX(Σ)(Y )) =∑
ρ cρdρ + 1 = KY .∆+ 1.

If y is a global section ofOX(Σ)(Y )with Z(y) = Y , we denote sY := f∗π
∗y which is a global

section of EY . If we restrict EY toW∆,X(Σ), we have Z(sY )red =W∆,Y for the zero locus of
the restricted section. From this, the rank of EY and the dimension of W∆,X(Σ) we would
expectW∆,Y to be of dimension

(50) vdim(Y ,∆) = dimY +|∆| −KY .∆− 3,

the virtual dimension of the vertex type from Definition 1.5.6.

Definition 2.3.4 (Virtual class). Let the notation be as in Construction 2.3.3. We also denote
the restriction of EY to the stackW∆,X(Σ) by EY . We obtain a fibre square

W∆,X(Σ)

Z(sY ) W∆,X(Σ)

EY

sY

0

where 0 denotes the zero section. As Z(sY )red =W∆,Y we can define the virtual fundamental
class as

[W∆,Y ]
vir

:= 0!
[
W∆,X(Σ)

]
∈ Avdim(Y,∆)(W∆,Y )Q.
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Note that push forward along the closed embedding ι : W∆,Y →֒ W∆,X(Σ) yields the inter-

section with the top Chern class ι∗ [W∆,Y ]
vir

= ctop(EY ) ∩
[
W∆,X(Σ)

]
.

Remark 2.3.5 (EH for hyperplanes H ⊂ Pm). Consider the hyperplane H = Z(
∑m

i=0 yi) ⊂
Pm = ProjC [y0, ..., ym] whose intersection with the dense torus tropicalises to Lm

m−1 and
a degree ∆ of tropical curves in Lm

m−1 such that |∆| ≥ 3. We know by Lemma 2.3.1 that
W ◦

∆,Pm
∼= M0,n × Tm. We will fix coordinates on P1 and we fix the coordinates for three

arbitrary marked points, say x1, x2, x3 ∈ C. This also fixes the automorphisms of P1 and
we can consider the open subscheme U ⊂ M0,n of curves where no marked point equals
∞. We can then use the positions of the marked points xj as coordinates and consider U as
open subscheme of An−3 = SpecC [x4, ..., xn].

As in Lemma 2.3.1 the restriction of the universal family toU×Tm is given by the projection
pr : U ×Tm×P1 −→ U ×Tm and the morphism π to Pm is given by a tuple of polynomials

(51)


βi

n∏

j=1

(xjz0 − z1)
αi

j




i

where βi = 1 for some fixed i.

Let h =
∑m

i=0 yi, which is a global section of O(H)with zero schemeH . Then the pull back
π∗h is a global section of π∗ O(H) and is of the form

(52) π∗h|P1
U×Tm

=

m∑

i=0

βi

n∏

j=1

(xjz0 − z1)
αi

j .

The coefficients of this polynomial in z0 and z1 are the global section sH = f∗π
∗h of the

bundle f∗π∗ O(H) = EH restricted to U × Tm.

We will determine these coefficients via a Taylor series expansion. Defining z(j) = xjz0−z1
we obtain d

dz1
f(z(j)) = − d

dz(j) f(z
(j)). We can use this to compute

d

dz1

∏

j

fj(z
(j)) =

∑

l

(−
d

dz(l)
fl(z

(l)))
∏

j 6=l

fj(z
(j)) = −

∑

l

d

dz(l)

∏

j

fj(z
(j)),

so d
dz1

= −
∑

l
d

dz(l) . If we interpret (52) as π∗h = F (z1), we can compute the coefficients

1
r!(

d
dz1

)rF (z1)|z1=0 of the Taylor polynomial of F (z1). We want to abbreviate Ti =
∏

j x
αi

j

j

andD =
∑

j ∂xj
. It is now easy to see that with this notation

(53)
1

r!
(
d

dz1
)rF (z1)|z1=0 = (−1)r

1

r!
zd−r
0

m∑

i=0

βiD
rTi.

So we finally see that sH |U×Tm is given by

(54) sH |U×Tm =

(
(−1)r

r!

m∑

i=0

βiD
rTi

)

0≤r≤d

Therefore (U × Tm) ∩W ◦
∆,H is given by the solution of the equations (54), where we can

omit the factors (−1)r

r! if we want to compute the zero scheme. If Z(sH) ∩ ∂W∆,Pm = ∅, we

can use (54) to actually compute ctop(EH)∩ [W∆,Pm ] = [Z(sH)] = [W∆,H ]vir and its degree.
If Z(sH) ∩W ◦

∆,Pm 6= ∅, we can use (54) to find families in W ◦
∆,H as the one from Example

2.2.22. Such families can then be used to determine elements in ∂W∆,H .

Note that we might miss some stable maps in W ◦
∆,H as there could be stable maps with

some xj = ∞ on the underlying curve. To make sure we find all smooth stable curves, we
need to do two computations with different choices of for the fixed coordinates of x1, x2, x3
(which then also gives another choice for ∞). The reason why we did not fix one of the
marked points to be∞ in the above computations, is that the equations look nicer this way.
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Example 2.3.6. Consider the degree∆ = (2e2 + e3, e1 + e3, 2e0 + e1) of curves in L3
2 and a

hyperplane H ⊂ P3 which tropicalises to L3
2. We have that vdim(L3

2,∆) = 0 and Z(sH) ∩
∂W∆,P3 = ∅ for the global section of the bundle EH . We want to use Remark 2.3.5 to show

that deg ctop(EH) ∩
[
W∆,P3

]
= deg [W∆,H ]

vir
= 1. In this example we obtain that Z(sH) is

the zero scheme of the following equations

β0x
2
3 + β1x3x2 + β2x

2
1 + β3x1x2 = 0

2β0x3 + β1(x3 + x2) + 2β2x1 + β3(x1 + x2) = 0

2β0 + 2β1 + 2β2 + 2β3 = 0.

Fixing values for x1, x2, x3 and β0 = 1 this becomes a linear system of equations having
one solution which is then of multiplicity one.

For the tropical degree ∆′ = (2e3, e1 + 2e2, 2e0 + e1) we also have vdim(L3
2,∆

′) = 0 and

by a very similar computation we obtain deg [W∆′,H ]
vir

= 1 also in this case.

Example 2.3.7. The expected dimension is not always equal to the actual dimension. Con-
sider the two tropical degrees∆ = (2e0+2e1, 2e2+2e3) and∆′ = (2e0+2e1, e2+e3, e2+e3)
in L3

2. The expected dimensions are−1 and 0, respectively. So we would expectW∆,H = ∅,
but it consists of a degree two cover of the line throughH0 ∩H1 andH2 ∩H3, where theHi

denote the planes at infinity in P3. Also dimW∆′,H = 1, consisting of degree two covers of
the same line where one simple unmarked ramification is free to move.

2.4. Boundary behaviour ofW∆,Y

As we saw in Section 2.2, the multiplicities of certain Cartier divisors to the boundary of
W∆,Y encode combinatorial types of degree ∆ curves in Y . Therefore we will investigate
properties of the boundary of W∆,Y in this section. We will mostly restrict to the case
Y = X(Σ), as this is easier to understand than the general case. As a tool we will con-

sider suitable refinements Σ̃ of the fan Σ and the induced morphisms X(Σ̃) −→ X(Σ) and
W∆,X(Σ̃) −→W∆,X(Σ).

In the moduli spaces M0,n(X, β) and M0,n the boundary divisors have a recursive struc-
ture, i.e. they are a fibre product over spaces of the same type. The hope is that we can say
something similar aboutW∆,X(Σ). Therefore, we start with the following definition of fibre
products over graphs.

Definition 2.4.1 (Fibre product over a graph). Let G be a connected graph. Assume for
every vertex v of G we have some scheme (or stack) Xv and for every flag f ∈ F v which
is incident to v we have a morphism ef : Xv −→ Yf such that if {f, f ′} is an edge of G we
have Yf = Yf ′ .

Fix a vertex w of G. Let E = {{f ′
i , fi} | i = 1, ..., r} be the set of all edges of G that are

adjacent to w, where ∂G(fi) = w and ∂G(f ′
i) = wi for i = 1, ..., r. Let G1, ..., Gr be those

graphs which are obtained by cutting G at the edges E, i.e. the elements of G(G,E) (cf.
Construction 1.5.4), except the graph that only has the vertex w. Let now M0 := Xw and
define inductively

Mi :=


 ∏

Gi, (Yf )f

Xv


×Yfi

Mi−1.

We assume by induction of the number of vertices that
∏

Gi, (Yf )f
Xv is already defined.

We take the product over the morphisms which are induced by ef ′
i
: Xwi

−→ Yfi and
efi : Xw −→ Yfi . We then define

∏
G, (Yf )f

Xv := Mr. Using the universal property of the

usual fibre product it is not difficult though quite cumbersome to see that this only depends
on G and on the morphisms ef , not on the choice of w or the order of the Gi.
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Assume that all ef are smooth morphisms, all Xv are schemes and all Yf are smooth
schemes. As smoothness is stable under base extension, it follows that also the product∏

G, (Yf )f
Xv is a smooth scheme. Furthermore the morphisms

∏
G, (Yf )f

Xv −→ Yf which

are induced by ef : Xv −→ Yf , are also smooth for every leaf f of G.

If there is some scheme Y such that there is a morphism ϕf : Yf −→ Y for every flag f , we
can define the fibre product

∏
G,Y Xv :=

∏
G, (Yf )f

Xv using the morphisms ϕf ◦ ef . The

universal property of the usual fibre product yields
∏

G, (Yf )f
Xv

∼=
∏

G, Y Xv.

Definition 2.4.2 (Boundary strata). Let γ = (G, (∆v , σv)v∈Vγ
) be a combinatorial type of

tropical degree ∆ curves in Σ. For a vertex v of γ let Σv = StarΣ(σv), F v the flags of γ
which are incident to v and let ∆v be the image of the local degree ∆v in Rm/Vσv

. By
iterated application of Property III in Section 7 of [BM96]

∏

G,X(Σ)

M0,Fv (X(Σv), β∆v
) →֒M0,n(X(Σ), β∆)

is a closed substack. ThereforeW ◦
γ :=

∏
G,X(Σ)W

◦
∆v ,X(Σv)

→֒ M0,n(X(Σ), β∆) is a locally

closed substack and we can define

W ◦
∆,Y (γ) :=W ◦

γ ×M0,n(X(Σ),β∆) W∆,Y

which is a locally closed substack of W∆,Y . According to Definition 2.2.19W ◦
∆,Y (γ) is the

substack of all stable maps of combinatorial type γ. We define the closure of W ◦
∆,Y (γ) in

W∆,Y asW∆,Y (γ).

Lemma 2.4.3. The boundary ∂W∆,X(Σ) is of pure codimension one.

PROOF. The locus of reducible curves in ∂W∆,X(Σ) clearly is of pure codimension one,
as it is the intersection (with reduced structure) ofW∆,X(Σ) with the boundary divisors of

M0,n(X(Σ), β∆). Assume there is a stable map C = (C, x1, ..., xn, π) of combinatorial type
γ having only one vertex, which is mapped into σ◦ for σ ∈ Σ and let σ(1) = {ρ1, ..., ρr}.
Then there are combinatorial types βi, where i = 1, ..., r, having only one vertex each,
such that the vertex of βi is mapped into ρ◦i for every i. We abbreviate Σi := StarΣ(ρi)
and let ∆i be the image of ∆ in Rm/Vρi

. By explicitly writing down families, we can see
that W∆i,X(Σi)

∼= W∆,X(Σ)(βi) →֒ W∆,X(Σ) and C lies in every W∆,X(Σ)(βi). In particular
dimW∆,X(Σ)(βi) = dimW∆i,X(Σi) = dimX(Σi) − |∆| − 3 = dimX(Σ) − 1 − |∆| − 3 =
dimW∆,X(Σ) − 1. �

Later on, we will partially classify integral substacks of codimension one which are con-
tained in the boundary. To do this, we will need the following two Lemmas.

Lemma 2.4.4. If W is an irreducible closed substack of ∂W∆,Y , then there is some combinatorial
type γ of degree∆ curves in Y such thatW →֒W∆,Y (γ).

PROOF. LetW ◦
γ be as in the Definition 2.4.2 and letWγ be its closure in the space of all

curves, M0,n(X(Σ), β∆). By Theorem 2.2.18 ∂W∆,Y is a closed substack of
⋃

γ Wγ , where
the union runs over all non-trivial combinatorial types γ of degree ∆ curves in Y . As W
is irreducible, it must be a closed substack of an irreducible component of someWγ . Since
W∆,Y (γ) =Wγ ∩W∆,Y , the claim follows. �

Lemma 2.4.5. IfW is an irreducible component ofW∆,Y (γ) withW →֒W∆,Y (β), then γ ≥ β.

PROOF. Let β = (G, (∆v , σv)v∈VG
), let Σv := StarΣ(σv) and let ∆v be the image of ∆v

in Rm/Vσv
. ClearlyW ◦ :=W ∩W ◦

∆,Y (γ) 6= ∅ and we have inclusions

W ◦ →֒ W∆,Y (β) →֒
∏

Gβ , X(Σ)

W∆v ,X(Σv)
.
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Every stable map C = (C, x1, ..., xn, π) in W ◦ can be decomposed into unique subcurves
(C(v), F (v), π|C(v)) inW∆v ,X(Σv)

for the vertices v of β. By a subcurve, we mean that C(v)

is a connected union of irreducible components of C. The marked points F (v) on C(v) are
those xj with xj ∈ C(v) and the intersections of C(v) with those irreducible components
of C which do not belong to C(v). This decomposition works as in the proof of Lemma 12
of [FP97]. The stable map (C(v), F (v), π|C(v)) corresponds to a resolution γv of the vertex v
of β (modulo Vσv

) by Theorem 2.2.18. As the whole curve C is of combinatorial type γ, we
conclude by Lemma 1.5.16 that γ ≥ β. �

It would be nice to know if the converse of the previous lemma holds, i.e. if γ ≥ β implies
W∆,Y (γ) →֒W∆,Y (β). But this seems to be much more difficult, it might even be wrong.

Let us now consider an example which shows that the boundary ofW∆,Y does in general
not have a nice recursive structure, even for Y = X(Σ). This example also shows a way to
attack this problem, namely refining the fan Σ.

Example 2.4.6. Consider Σ = L2
2, i.e. X(Σ) = P2, and the degree ∆ = (2e1, 2e2, e0, e0).

Denote the coordinate hyperplanes of P2 byL0, L1, L2. Lemma 2.3.1 tells us thatW∆,X(Σ) is
three dimensional. Consider the combinatorial type γ which occurs by moving the trivial
combinatorial type into −e0 direction. This generates two two-valent vertices over the
origin. We see that the space of all curves corresponding to γ, i.e.W ◦

γ from Definition 2.4.2,
is also of dimension three. One dimension for each line through L1 ∩ L2 and one for the
fourth special point on the contracted component C0 over L1 ∩L2. This means, that not all
such curves can occur in the boundary ofW∆,X(Σ).

L1

L2

L0

x1

x2

C2

C1

x3

x4

L1

L2

L0
C0

C2

C1
x3

x4

x2

x1

If we blow up P2 in L1 ∩L2 and consider curves of degree∆ in the fan where σ12 is subdi-
vided, we obtain degree two covers from C0 onto the exceptional divisor E, ramified at x1
and x2 over E ∩ L1 and E ∩ L2. The components C1 and C2 are still mapped as lines into

P̃2, but their intersection points withE also uniquely determine their intersections with L0.
Therefore the conditions that the components C0, C1 and C2 glue together already deter-
mines the stable map, the only parameters being the gluing points on C0. This generalises
to Proposition 2.4.13.

Now we want to formulate the idea of refining the fan Σ more precisely.

Construction 2.4.7. Let Σ̃ and Σ be rational smooth projective fans in Ṽ := Λ̃ ⊗Z R re-

spectively V := Λ ⊗Z R. Furthermore let ϕ : Ṽ −→ V be an integer linear map such

that for every σ̃ ∈ Σ̃ there is a σ ∈ Σ with ϕ(σ̃) ⊂ σ. Then ϕ induces a toric mor-

phism φ : X(Σ̃) −→ X(Σ) as in [CLS11], § 3.3. Furthermore we also obtain a morphism

Φ : M0,n(X(Σ̃), β) −→ M0,n(X(Σ), φ∗β) which maps a family (C̃, p̃, S, x̃1, ...., x̃n, π̃) to its
stabilisation (C, p, S, x1, ..., xn, π), cf. [BM96] Proposition 3.10. I.e. there is a stabilising mor-

phism ΦS : C̃ −→ C which is proper and surjective and satisfies φ ◦ π̃ = π ◦ΦS , p̃ = ΦS ◦ p
and xj = ΦS ◦ x̃j for 1 ≤ j ≤ n. Note that Φ is proper and separated, as it is a morphism
between two separated stacks which are proper over SpecC.

Furthermore, a combinatorial type γ of degree∆ tropical curves in Σ̃ defines a combinato-
rial type ϕ(γ) of degree ϕ∆ tropical curves in Σ as follows. If (Γ, x1, ..., xn, h) is a tropical
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curve of combinatorial type γ, then (Γ, x1, ..., xn, ϕ◦h) is a tropical curve in Σ of some com-

binatorial type ϕ(γ). This does not depend on the choice of the tropical curve, because Σ̃
and Σ are fans and ϕ is linear, mapping cones into cones.

Lemma 2.4.8. The morphism of moduli spaces from above restricts toΦ :W∆,X(Σ̃) −→Wϕ∆,X(Σ)

and it further restricts to Φ :W
∆,X(Σ̃)

(γ) −→Wϕ∆,X(Σ)(ϕ(γ)).

PROOF. As the coarse moduli spaces ofW∆,X(Σ̃) andWϕ∆,X(Σ) are of finite type over

C, it suffices to check what Φ does on stable maps over SpecC. Let (C, x1, ..., xn, π̃) be a
stable map inW ◦

∆,X(Σ̃)
. By assumption C is smooth and rational. We obtain a stable map to

X(Σ) by just composing the morphisms φ ◦ π̃ . If we denote C′ := C \ {x1, ..., xn} then the

restriction π := π̃|C′ : C′ −→ T k maps into the dense torus of X(Σ̃) and the composition
φ ◦ π : C′ −→ Tm maps into the dense torus ofX(Σ). As in Section 1 of [Spe07] the map

Λ̃∨ −→ Z with λ̃ 7→ ordxj
π∗χλ̃

is linear and therefore defines a unique element δj ∈ Λ̃ with 〈δj , λ̃〉 = ordxj
π∗χλ̃ for all

λ̃ ∈ Λ̃∨. In the same way,

Λ∨ −→ Z with λ 7→ ordxj
π∗φ∗χλ

is linear, defining a unique δ′j ∈ Λwith 〈δ′j , λ〉 = ordxj
π∗φ∗χλ for all λ ∈ Λ∨. We obtain

〈δ′j , λ〉 = ordxj
π∗φ∗χλ (a)

= ordxj
π∗χϕ∨(λ) = 〈δj , ϕ

∨(λ)〉 = 〈ϕ(δj), λ〉

for all λ ∈ Λ∨ and hence ϕ(δj) = δ′j . Here ϕ∨ : Λ∨ −→ Λ̃∨ denotes the dual map induced

by ϕ : Λ̃ −→ Λ and the equality (a) holds by the construction of φ from ϕ.

Assume τ ≤ σ are cones of Σ̃ such that σ is maximal and π̃(xj) ∈ O(τ) ⊂ Uσ . Then the uρ
for ρ ∈ σ(1) are a Z-basis of Λ̃ and we can consider the dual basis λρ. As divχλρ restricted
to Uσ is just Dρ, we conclude that

ordxj
π̃∗Dρ = ordxj

ψ∗χλρ = 〈δj , λρ〉 for ρ ∈ σ(1)

and ∆ = (δ1, ..., δn). The same argument applied to the fan Σ shows that the stable map
(C, x1, ..., xn, φ ◦ π̃) is in W ◦

ϕ∆,X(Σ̃)
. In particular we also obtain φ∗β∆ = βϕ∆ and taking

closures yields Φ :W∆,X(Σ̃) −→Wϕ∆,X(Σ) .

We will now prove the statement about the combinatorial types by applying the case of
irreducible curves for each component. For a vertex v of γ let σ̃v denote the unique cone
such that v gets mapped into σ̃◦

v and let σv denote the inclusion minimal cone of Σ with

ϕ(σ̃v) ⊂ σv . Then the map ϕ induces an integer linear map ϕv : Ṽ /Ṽσ̃v
−→ V/Vσv

. Fur-

thermore, let ∆v be the image of the local degree in Ṽ /Ṽσ̃v
for every vertex v of γ. If

we denote Σ̃v = StarΣ̃(σ̃v) and Σv = StarΣ(σv), the map ϕv induces a toric morphism

φv : X(Σ̃v) −→ X(Σv) which equals the restriction of φ to X(Σ̃v) by construction, cf.
[CLS11] Lemma 3.3.21. By what we showed above, φv induces a morphism between the
stacks Φv : W ◦

∆v,X(Σ̃v)
−→ Wϕv∆v ,X(Σv)

. As in Definition 2.4.2 we obtain closed immer-

sions

ι̃ :W ◦
γ :=

∏

Gγ , X(Σ̃)

W∆v,X(Σ̃v)
→֒M0,n(X(Σ̃), β∆) with image M◦

γ

and ι :W ◦
ϕ(γ) :=

∏

Gϕ(γ), X(Σ)

Wϕv∆v,X(Σv)
→֒M0,n(X(Σ), βϕ∆) with image M◦

ϕ(γ),

whereGγ andGϕ(γ) denote the graphs of the combinatorial types. The vertices of ϕ(γ) can
be considered as a subset of the vertices of γ. For each vertex v of ϕ(γ) we want to denote
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the projection fromW ◦
γ onto the factorW∆v,X(Σ̃v)

by prv . We obtain that

Φ′ :=
∏

v∈Vϕ(γ)

(Φv ◦ prv)

maps W ◦
γ to W ◦

ϕ(γ). As φv is the restriction of φ we have that Φ = ι ◦ Φ′ ◦ ι̃−1. Hence

Φ : M◦
γ −→ M◦

ϕ(γ) and together with Φ : W∆,X(Σ̃) −→ W∆,X(Σ) we obtain the claim about

the combinatorial types. �

For the rest of this section let Σ̃ be a smooth and projective refinement of the smooth and
projective fan Σ ⊂ Rm and let ϕ = idRm . In particular the induced toric morphism φ
restricts to the identity on the dense open tori. In this case we can say a little bit more about

Φ. We will denote β∆̃ := [∆]M(Σ̃) and β∆ := [∆]M(Σ) (cf. (10)), where we consider ∆ as a
tropical fan in a canonical way. For the rest of this sectionwewill abbreviateW∆ =W∆,X(Σ)

andW∆̃ =W∆,X(Σ̃).

Remark 2.4.9. In general there are several combinatorial types γ̃ of tropical curves of degree

∆ in Σ̃ such that ϕ(γ̃) = γ, cf. the picture below. However, if γ is of geometric dimension
one, a curve of this combinatorial type can be transformed into any other curve of this
combinatorial type by rescaling Σ. Hence the set of all possible positions in Rm of a vertex
of γ is a ray (without the origin) and therefore there is a unique combinatorial type γ̃ with
ϕ(γ̃) = γ. The picture below shows examples in L2

2 of both cases, where the combinatorial
type γ̃ is unique and where it is not.

γ

dimM(γ) = 2

γ

dimM(γ) = 1

γ̃

We will see in Proposition 2.4.13 that refining the fan Σ is indeed useful to understand the
boundary a little more. Furthermore, we will see in Section 3.1 that intersections of the
virtual fundamental class and the boundary can be used to determine a one dimensional
tropical fan that is a candidate for the tropical moduli space we are looking for, cf. Conjec-
ture 3.1.7. Therefore we will also study how the virtual fundamental class behaves under
refinements of the fan. To do this, we first need to state two lemmas.

Lemma 2.4.10. The morphism Φ : W∆̃ −→ W∆ from above is surjective. Push forward along Φ
yields Φ∗ [W∆̃] = [W∆].

PROOF. Let M∆ denote the coarse moduli space of W∆ and let p∆ : W∆ −→ M∆ be
the canonical proper morphism. By Lemma 2.4.8 we have p∆ ◦Φ :W∆̃ −→M∆ and as this
morphism has a scheme as target, it factors through the coarse moduli spaceM∆̃ ofW∆̃ as
ΦM ◦ p∆̃ = p∆ ◦ Φ. Here p∆̃ : W∆̃ −→ M∆̃ is the canonical morphism. Clearly also ΦM is
proper as a morphism between separated projective schemes.

We will show that ΦM is a bijection between the closed points of p∆̃(W
◦
∆̃
) and p∆(W

◦
∆).

Given a stable map (C, x1, ..., xn, π) ∈ W ◦
∆, we can consider C′ := C \ {x1, ..., xn} and π′ :=

π|C′ : C′ −→ Tm, where Tm is the dense torus ofX(Σ̃) andX(Σ). As the map φ restricts to
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the identity on the dense open tori of X(Σ̃) and X(Σ), we can extend π′ : C′ −→ X(Σ̃) to

π̃ : C −→ X(Σ̃) by the valuative criterion of properness and smoothness of C. Hence we
obtain a stable map (C, x1, ..., xn, π̃) ∈ W∆̃. By construction we obviously have π ◦ φ = π̃.
This proves the bijectivity.

NowM∆̃ is the closure of p∆(W ◦
∆̃
) andM∆ is the closure of p∆(W ◦

∆) as the coarse moduli
spaces are of finite type over C. Properness of ΦM yields surjectivity between the coarse
moduli spaces.

This can now be used to show that the image of W∆̃ under Φ is just W∆ in the sense of
Definition (1.7) in [Vis89]. By Proposition (2.6) of the same paper there is a proper surjective
morphism q from a scheme N∆̃ toW∆̃. Let f = ΦM ◦ p∆̃ ◦ q and g = Φ ◦ q which are both
proper as compositions of proper morphisms. From surjectivity of q and what we already
know about ΦM , we conclude that the image of f contains all closed points of p∆(W ◦

∆)
and therefore it is surjective, as it is proper. SinceW∆ is a Deligne-Mumford stack and the
source of g is a scheme, g is representable by [Vis89], Proposition 7.13. To show that g is also
surjective, consider a morphism from a scheme V −→ W∆ which gives us the following
commutative diagram.

N∆̃ ×W∆ V

N∆̃

V

W∆ M∆

f

g p∆

This shows that N∆̃ ×W∆ V ∼= N∆̃ ×M∆ V and the induced morphism N∆̃ ×W∆ V −→ V
corresponds to a base change of f under this isomorphism and hence it is surjective, since
f is. If we choose V as an atlas, then by the surjectivity of g the image of W∆̃ under Φ
(cf. Definition 1.7 of [Vis89]) is defined as the stack coming from the groupoid structure
R = V ×W∆ V ⇉ V which is just the stackW∆ (cf. the end of section 7 in [Vis89]).

By Lemma 1.16 of [Vis89] we obtain the following equation for the degrees

deg(W∆̃/M∆̃) deg(M∆̃/M∆) = deg(W∆̃/W∆) deg(W∆/M∆).

As ΦM is generically a bijection, we have deg(M∆̃/M∆) = 1. By Corollary (2.5) of [Vis89]
the degree of a stack over its moduli space is the number of automorphisms of a general
element. Hence deg(W∆̃/M∆̃) = deg(W∆/M∆) = 1 and deg(W∆̃/W∆) = 1. This proves the
claim about the push forward. �

Let Y ⊂ X(Σ) be hypersurface such that OX(Σ)(Y ) is generated by global sections and
such that there is a global section y ∈ Γ(X(Σ),OX(Σ)(Y )) with Z(y) = Y . Via the toric

morphism φ : X(Σ̃) −→ X(Σ)we also obtain a preimage hypersurface Ỹ = φ−1Y ⊂ X(Σ̃).
As in Construction 2.3.3 we obtain a vector bundle EY on W∆ which we can pull back to

W∆̃ via Φ. The pull back φ∗ OX(Σ)(Y ) = OX(Σ̃)(Ỹ ) is also generated by global sections and

the global section φ∗y clearly satisfies Z(φ∗y) = Ỹ , hence we also get a bundle EỸ onW∆̃.
The next lemma shows how these bundles are related.

Lemma 2.4.11. For the toric morphism φ : X(Σ̃) −→ X(Σ), the hypersurface Ỹ = φ−1Y and the
induced morphism Φ :W∆̃ −→W∆ we obtain

Φ∗EY
∼= EỸ

for the vector bundles from Construction 2.3.3.
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PROOF. We will prove the claim for the locally free sheaves E Ỹ and Φ∗ EY . To compute

the pull back of the locally free sheaf EY on a family (C̃, f̃S, S, x̃1, ..., x̃n, π̃S), we need to
compute

Φ∗ EY (C̃, f̃
S , S, x̃1, ..., x̃n, π̃S) = EY (Φ(C̃, f̃

S, S, x̃1, ..., x̃n, π̃S))

= EY (C, f
S , S, x1, ..., xn, πS) = Γ(S, fS

∗ π
∗
S OX(Σ)(Y )),

cf. [Sta] Section 61.7 "Sheaves of modules". Let ΦS : C̃ −→ C be the S-morphism which
stabilises the family, as in Construction 2.4.7. We then obtain a commutative diagram

S

C̃

C

X(Σ̃)

X(Σ)

f̃S

fS

ΦS

π̃S

πS

φ

By Construction 2.3.3 E Ỹ maps (C̃, f̃S, S, x̃1, ..., x̃n, π̃S) to Γ(S, f̃S
∗ π̃

∗
S OX(Σ̃)(Ỹ )). There is a

canonical isomorphism

f̃S
∗ π̃

∗
S OX(Σ̃)(Ỹ ) = fS

∗ (ΦS)∗π̃
∗
Sφ

∗ OX(Σ)(Y ) ∼= fS
∗ (ΦS)∗Φ

∗
Sπ

∗
S OX(Σ)(Y ).

It is known that (ΦS)∗ OC̃ = OC (cf. [BM96], proof of Proposition 3.10) so we may apply
the projection formula ([Har97], II Exercise 5.1) to obtain another canonical isomorphism
(ΦS)∗Φ

∗
Sπ

∗
S OX(Σ)(Y ) ∼= π∗

S OX(Σ)(Y ). Altogether we get a canonical isomorphism

f̃S
∗ π̃

∗
S OX(Σ̃)(Ỹ ) ∼= fS

∗ π
∗
S OX(Σ)(Y ).

One can check that these isomorphisms are compatible with the restriction maps of the
sheaves, which is quite cumbersome to write down explicitly. The claim about the vector
bundles follows immediately. �

Obviously Φ also restricts to a morphism Φ : W∆,Ỹ −→ W∆,Y since φ(Ỹ ) = Y . We can
use the previous lemma to see what happens to the virtual fundamental class under push
forward along this morphism.

Corollary 2.4.12. With the notation from above we have

Φ∗

[
W∆,Ỹ

]vir
= [W∆,Y ]

vir ∈ A∗(W∆,Y )Q.

PROOF. The usual properties of Gysin homomorphisms also hold for stacks, which
was proven in [Kre99], Theorem 2.1.12 (xi). Therefore we may apply [Ful98], Proposition
14.1. (d) (ii). This yields

Φ∗

[
W∆,Ỹ

]vir
= deg(W∆̃/W∆) [W∆,Y ]

vir ∈ A∗(W∆,Y )Q.

By Lemma 2.4.10 we know deg(W∆̃/W∆) = 1. �

The following proposition generalises the idea from Example 2.4.6. It shows that under
certain assumptions on a combinatorial type γ, at least the boundary stratum W ◦

∆(γ) has
a recursive structure. Unfortunately we cannot prove that this extends to the closure of
the boundary stratum, cf. Conjecture 2.4.14. The reason for the usefulness of refinements
of Σ is that we can always find a refinement such that γ satisfies the assumptions of the
proposition, cf. Corollary 2.4.15 or Corollary 2.4.17.
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Proposition 2.4.13. Let γ = (G, (∆v, σv)v∈VG
) be a combinatorial type of degree ∆ curves in Σ

such that every vertex v of γ lies on a ray of Σ or the origin, i.e. σv ∈ Σ(1) or σv = 0. Then

W ◦
∆(γ)

∼=
∏

G,X(Σ)

W ◦
∆v ,X(Σv)

,

where Σv = StarΣ(σv) and∆v is the image of ∆v in Rm/Vσv
.

PROOF. As in Definition 2.4.2 we see that
∏

G,X(Σ)W
◦
∆v ,X(Σv)

→֒ M0,n(X(Σ), β∆) is a

locally closed substack. We want to denote the image inM0,n(X(Σ), β∆) byM◦
γ . We now

want to show that M◦
γ is actually a locally closed substack of W∆. As the coarse moduli

space of M0,n(X(Σ), β∆) is of finite type over C, it suffices to check this for stable maps
over SpecC.

Let C = (C, x1, ..., xn, π) ∈ M◦
γ . We will prove the claim by just writing down a family in

W ◦
∆ over D = SpecCJtK with C as special fibre. We will find the family by reversing Con-

structions 2.2.20 and 2.2.21, so we will stick to the notation from there. Choose a tropical
curve (Γ, x1, ..., xn, h) of combinatorial type γ such that for each vertex v of of γ the image
h(v) lies in Zm and every edge of γ has integral length. Now insert additional two-valent
vertices on all edges of Γ until each edge is of length 1. We denote the resulting underlying
graph structure on Γ by G. In Construction 2.2.20, we called these additional two-valent
vertices S-vertices. For an example picture we refer to Example 2.2.22.

Fix any vertex w of G. For every vertex v, let ρv denote the cell with h(v) ∈ ρ◦v , which is
either 0 or a ray of Σ. Now we want to label the vertices of G as in Construction 2.2.20. Let
k ∈ [n] and V (0, k) := w for all k. For each k there is a unique path from w to the leaf xk
in G and we denote the vertices on this path by V (0, k), V (1, k), ... , V (mk, k) in their order
of appearance. Recall that we called the first number in the brackets the level of the vertex.
Let I(m, k) ⊂ [n] the set of all i such that V (m, i) = V (m, k).

Now we want to choose coordinates on the irreducible components of C. For CV (0,k) we
choose coordinates such that no special point is ∞. For every other component CV (m,k),

there is a node which is the intersection with a component CV (m′,k) of lower levelm′ < m.
We choose coordinates such that this node is ∞. Choose numbers γjm ∈ C as follows:
For each j ∈ [n] and 1 ≤ m ≤ mj such that V (m, j) is not an S-vertex, i.e. CV (m,j) is a

component of C, let (1 : sj) denote the unique special point on the component CV (m,j),
which is either the marked point xj or the node which connects this component to the part
of C containing xj . We define γjm = sj in this case. If V (m, j) is an S-vertex, we choose
γkm = 0 for all k ∈ I(m, j). We can now define

x̃j =

mj∑

m=0

γjmt
m.

If we denote the set of special points on Cv by F v for every vertex v of γ, the morphism
π|Cv is given by a tuple of polynomials


βv

ρz
α∞

ρ (v)

0

∏

f∈Fv\∞

(z0sf − z1)
αf

ρ (v)




ρ

where the special points are∞ and (1 : sf ) for f ∈ F v \∞. Of course, for v = w we do not
have the special point ∞ and hence α∞

ρ (w) = 0 for all ρ.

We want to define elements β̃ρ ∈ CJtK as follows: By assumption the vertex w has integral

coordinates h(w) =
∑

ρ vρ uρ where (vρ)ρ ∈ Z
Σ(1)
≥0 and vρ > 0 if and only if ρ = ρw ∈ Σ(1).

We now define β̃ρ = βw
ρ t

vρ and β̃ρw
= tvρw in case ρw ∈ Σ(1).
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Let π̃ : P1
D∗ −→ X(Σ) be given by the tuple

(
β̃ρ
∏

j(z0x̃j − z1)
αj

ρ

)
ρ
and define sections

x̃j := (1 : x̃j) : D
∗ −→ P1

D∗ . As usual we have D∗ = SpecCJtKt.

Comparing our choices x̃j and β̃ρ to Constructions 2.2.20 and 2.2.21 we see that the family
(P1

D∗ , pr, D∗, x̃1, ..., x̃n, π̃) extends to a family overD having a special fibre (C′, x′1, ..., x
′
n, π

′)
with C ∼= C′ and xj corresponds to x′j via this isomorphism. Hence we will identify the
curves and the points. After this identification we also obtain π|CV (0,k) = π′|CV (0,k) , cf. (47).

We will now prove by induction on the level that π and π′ also coincide on the other irre-
ducible components, after possibly adjusting our choices for x̃j . Let k ∈ [n],m < m′ ≤ mk,

v := V (m, k) and v′ := V (m′, k) such that Cv′

intersects Cv in a node. For this note that

π′|Cv (1 : sk) only depends on level m and below, i.e. γjl with l ≤ m, and also on (β̃ρ)ρ, cf.
(47).

1st case: ρv = ρv′ = 0. We obtain

π|Cv′ (∞) =
(
βv′

ρ

∏
(−1)α

f
ρ(v

′)
)
ρ
= π|Cv (1 : sk).

This uniquely determines the coefficients βv′

ρ for all ρ ∈ Σ(1) up to action of the torus GΣ

from (26). As we already know that the special points coincide, only the coefficients (βv′

ρ )ρ
are missing to recover π|Cv′ . But as we just saw, these coefficients are already determined
by π|Cv = π′|Cv and therefore π|Cv′ = π′|Cv′ .

2nd case: ρv = 0, ρv′ ∈ Σ(1). We obtain

(π|Cv′ (∞))ρ =

{
βv′

ρ

∏
(−1)α

f
ρ(v

′) if ρ 6= ρv
0 else

where the index ρ stands for the ρ-coordinate of the point. As π|Cv′ (∞) = π|Cv (1 : sk) this

again determines the coefficients βv′

ρ for all ρ 6= ρv up to theGΣ-action, hence π|Cv′ = π′|Cv′ .

3rd case: ρv ∈ Σ(1), ρv′ = 0. We obtain

(π|Cv′ (∞))ρ =

{
βv′

ρ

∏
(−1)α

f
ρ(v

′) if ρ 6= ρv
0 else

.

π|Cv′ (∞) = π|Cv (1 : sk) determines the coefficients βv′

ρ for all ρ 6= ρv up to the GΣ-action.

But we still need to find out about βv′

ρv
.

We can achieve arbitrary values of βv′

ρv
on our limit component Cv′

by performing a coor-

dinate change on Cv′

: (z0 : z1) ↔ (z̃0 : z̃1) where z̃0 = ηz0 and z̃1 = z1. In our new coordi-
nates the special points take the form (1 : s̃f ) and ∞, where s̃f = η−1sf . This changes the
ρv-coordinate of the map π|Cv′ from

βv′

ρv
z
α∞

ρ (v′)

0

∏

f∈Fv′\∞

(sfz0 − z1)
αj

ρv
(v′)

to

(η−α∞
ρ (v′)βv′

ρv
)z̃

α∞
ρ (v′)

0

∏

f∈Fv′\∞

(s̃f z̃0 − z̃1)
αj

ρv
(v′)

while the coefficients of all other entries stay the same, as the factor z0 only occurs in the

ρv-coordinate. Replacing the values γjm′ by γ̃
j
m′ in x̃j we obtain the same curve C′ and

marked points x′j in the special fibre and additionally π|Cv′ = π′|Cv′ for a suitable choice
of η. Note that choosing η has neither influence on anything below level m′ nor on other
branches of the treeG.
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4th case: ρv, ρv′ ∈ Σ(1). We obtain

(π|Cv′ (∞))ρ =

{
βv′

ρ

∏
(−1)α

f
ρ (v

′) if ρ 6= ρv, ρv′

0 else
.

Again, π|Cv′ (∞) = π|Cv (1 : sk) determines the coefficients βv′

ρ for all ρ 6= ρv up to the
GΣ-action. As in the third case we obtain π|Cv′ = π′|Cv′ .

So we see that for any choice of C we can find a family inW ◦
∆ with C as special fibre, which

proves the claim. �

Conjecture 2.4.14. Let γ = (G, (∆v, σv)v∈VG
) be a combinatorial type of degree ∆ curves

in Σ such that every vertex v of γ lies on a ray of Σ or the origin. As this was the case in all
examples that I saw, I suppose that the previous proposition can be generalised to

W∆(γ) ∼=
∏

G,X(Σ)

W∆v ,X(Σv)
,

where Σv = StarΣ(σv) and ∆v is the image of ∆v in Rm/Vσv
. We already saw in Example

2.4.6 that this is in general false if we omit the assumption that the vertices lie on rays or in
the origin.

Corollary 2.4.15. If γ is a combinatorial type of degree∆ curves in Σ, thenW ◦
∆(γ) 6= ∅.

PROOF. Let Σ̃ be a smooth projective refinement of Σ such that there exists a combi-

natorial type γ̃ of degree∆ curves in Σ̃ that satisfies the assumptions of Proposition 2.4.13
and ϕ(γ̃) = γ. ThenW ◦

∆̃
(γ̃) 6= ∅ by Proposition 2.4.13 and Lemma 2.4.8 yields the claim. �

Proposition 2.4.16. Let γ be a combinatorial type of degree ∆ curves in Σ such that every vertex
either lies in the origin or on a ray. ThenW∆(γ) is irreducible.

PROOF. Let γ = (Gγ , (∆v, σv)v∈VGγ
), Σv = StarΣ(σv) and let ∆v be the image of ∆v in

Rm/Vσv
. To shorten notation let Uv := W ◦

∆v ,X(Σv)
. By the Proposition 2.4.13 we already

know that W ◦
∆(γ)

∼=
∏

Gγ , X(Σ) Uv. We now want to prove the irreducibility for W ◦
∆(γ).

For simplicity assume first that all vertices of γ are at least three-valent. Then all Uv are
smooth and irreducible schemes of finite type over C by Lemma 2.3.1. As the schemes we
work with are of finite type over C, it suffices to consider their sets of closed points. Let
G = (VG, FG, jG, ∂G) be a connected subgraph of Gγ , where subgraph means VG ⊂ VGγ

,
FG ⊂ FGγ

and the map ∂G is just a restriction of ∂Gγ
while jG(f) := jGγ

(f) if jGγ
(f) ∈ FG

and jG(f) := f else. We will proceed by induction on the number of vertices of G.

The induction hypothesis is that for every leaf f of G which is incident to some vertex
w ∈ VG the morphism ef :

∏
G,X(Σ) Uv −→ X(Σ), which is induced by evf : Uw −→ X(Σ),

has irreducible fibres.

First let us check the induction start. Let f be a flag with ∂G(f) = v such that it is mapped
into σ◦ for some σ ∈ Σ. We will show that a fibre of the evaluation evf : Uv −→ O(σ)
at the flag f is isomorphic to T dimσ−dimσv × M0,val(v), hence irreducible. As in Lemma
2.3.1 we can choose a maximal cone τ ∈ Σ(m) with τ ≥ σ such that the torus factor of
Uv

∼= T dimΣv × M0,val(v) has the coordinate functions (βρ)ρ∈τ(1)\σv(1). We have to take
τ(1) \ σv(1) because we work with the fan Σv here. Choose coordinates on the universal
family P1

Uv
such that the section f is constant ∞. Then the evaluation evf on Uv is given

by the tuple (βρ(−1)mρ)ρ∈τ(1)\σ(1) for suitable integers mρ. So keeping the image point
fixed, we can vary the marked points freely and also those βρ with ρ ∈ σ(1) \ σv(1). This
proves the claim about the fibres. Note that evf : Uv −→ O(σ) is even smooth by generic
smoothness (cf. III, Corollary 10.7 of [Har97]) and the action of the dense torus of X(Σ) on
O(σ) and Uv , which is transitive on O(σ).
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For every connected subgraph G of Gγ as above let σf denote the cone into whose relative
interior the flag f is mapped. We just saw that the evaluations evf : U∂G(f) −→ O(σf )
and the O(σf ) are smooth, hence also the fibre product

∏
G, (O(σf ))f

Uv
∼=
∏

G,X(Σ) Uv is

smooth. Furthermore also the morphisms ef :
∏

G,X(Σ) Uv −→ O(σf ) induced by the

evaluationmorphism evf : U∂G(f) −→ O(σf ) are smooth, cf. the remark in Definition 2.4.1.
The reason is that smoothness is preserved under base extensions.

Now we want to prove the induction step, so let G be a connected subgraph of Gγ , w
a vertex of G and f a leaf of G which is incident to w. As in Definition 2.4.1 let E =
{{f ′

i , fi} | i = 1, ..., r} be the set of all edges of G that are adjacent to w, where ∂G(fi) =
w and ∂G(f

′
i) = wi for i = 1, ..., r. Let G1, ..., Gr be those graphs which are obtained

by cutting G at the edges E, except the graph that only has the vertex w. We assume
that wi is a vertex of Gi and we abbreviate σi := σfi = σf ′

i
. Then the smooth evaluation

morphism evf ′
i
: Uwi

−→ O(σi) induces a smooth morphism ei :
∏

Gi, X(Σ) Uv −→ O(σi)

for i = 1, ..., r, as mentioned above.

For a point t ∈ X(Σ) we obtain the fibre of ef as

e−1
f (t) =

⋃

x∈ev−1
f

(t)

(
r∏

i=1

e−1
i (evfi(x))

)
=

⋃

y∈ev(ev−1
f

(t))

e−1(y).

Here e :=
∏r

i=1 ei :
∏r

i=1

∏
Gi, X(Σ) Uv −→

∏r
i=1O(σi) is a smooth morphism, as it is a

product of smooth morphisms, and ev :=
∏r

i=1 evfi : Uw −→
∏r

i=1O(σi). By induction

hypothesis the e−1
i (evfi(x)) and hence the e−1(y) are irreducible and by the induction start

also ev−1
f (t) and ev(ev−1

f (t)) are irreducible. This implies that e−1
f (t) is irreducible, as e is

smooth and thus also open.

So for Gγ and a marked point xj we have that exj
:
∏

Gγ , X(Σ) Uv −→ O(σxj
) is smooth,

hence open. By induction the fibres of exj
are irreducible and irreducibility of O(σxj

) im-
plies irreducibility of

∏
Gγ , X(Σ) Uv.

For the general case, where γ might have two-valent vertices, we add additional leaves of
direction 0 to those vertices of γ of valence two. This gives a combinatorial type γ′ of curves
of degree∆′. As above we see thatW ◦

∆′(γ′) is irreducible and asW ◦
∆(γ) clearly is the image

ofW ◦
∆′(γ′) under forgetting the additional marked points, it is also irreducible. �

Now we can use the results from above to partially classify integral substacks of codimen-
sion one that are contained in the boundary.

Corollary 2.4.17. Let γ be a combinatorial type of degree ∆ curves in Σ of geometric dimension
one. ThenW∆(γ) is irreducible and of codimension one inW∆.

PROOF. First we choose a smooth projective refinement Σ̃ of Σ such that the unique

combinatorial type γ̃ in Σ̃ with ϕ(γ̃) = γ satisfies the conditions of Proposition 2.4.16. The
combinatorial type γ̃ is unique, since γ is of geometric dimension one, cf. Remark 2.4.9. By
Lemma 2.4.10 we know that Φ from Construction 2.4.7 is surjective and by Lemma 2.4.8 we
know thatW ◦

∆(γ)must be equal to Φ(W ◦
∆̃
(γ̃)). Hence Φ(W∆̃(γ̃)) =W∆(γ) is irreducible by

Proposition 2.4.16.

Now we want to prove the claim about the codimension. Clearly W∆(γ) is contained in
an irreducible componentW of the boundary ∂W∆ which is of codimension one. But then
W →֒ W∆(β) for some combinatorial type β by Lemma 2.4.4. Then γ ≥ β by Lemma 2.4.5
and as β is non-trivial it must also be of geometric dimension one, thus β = γ. So we
concludeW∆(γ) →֒W →֒ W∆(β) =W∆(γ), which proves the claim. �
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Conjecture 2.4.18. As this is the case in all examples that I know, I suppose that also the
converse of the previous corollary holds. I.e. for every integral substack W of ∂W∆ of
codimension one in W∆, there is some combinatorial type γ of geometric dimension one
such thatW =W∆(γ).

In the next chapter, we will be interested in explicitly determining the multiplicities of cer-
tain Cartier divisors along boundary divisors of the formW∆(γ). Unfortunately our meth-
ods are limited to computations on families over a smooth irreducible curve. Therefore we
will find such a curve throughW∆(γ) and compute the multiplicity on the curve. However,
ifW∆ is étale locally aroundW∆(γ) the intersection of several irreducible components, this
method yields the wrong multiplicity. Therefore we will prove Lemmas 2.4.20 and 2.4.21
about two cases where this approach works.

A scheme S is called unibranch around a point P ∈ S, if P has only one preimage under
the normalisation map. This is the case if S is étale locally irreducible around P by the next
lemma. In general we cannot expectW∆ to be unibranch around an element ofW ◦

∆(γ), cf.
[Vak00], but there are two cases where we can say something. These cases are where γ is of
geometric dimension one and consists of up to two vertices. In the following three lemmas
letM∆ denote the coarse moduli space ofW∆ and let p :W∆ −→M∆ denote the canonical
proper morphism. Furthermore letM◦

γ := p(W ◦
∆(γ)).

Lemma 2.4.19. Let R be a noetherian local domain which is complete with respect to its maximal
ideal m. Then the integral closure Rν in the field of fractions Q(R) is a local integral domain,
complete with respect to its maximal ideal.

PROOF. It follows from Exercise 8 in Chapter V, §2 of [Bou72] that Rν is a local integral
domain. The ring Rν is a finitely generatedR-module, hence we obtain the m-adic comple-

tion of Rν as R̂ν = Rν ⊗R R̂ = Rν ⊗R R = Rν . The m-adic topology on Rν is generated by
m

nRν = (mRν)n, the powers of the maximal ideal of Rν . Hence Rν is also complete with
respect to its maximal ideal. �

Lemma 2.4.20. Let |∆| ≥ 3 and let γ be a combinatorial type of degree∆ curves inΣwith only one
vertex. Then the coarse moduli spaceM∆ is smooth at every closed point ofM◦

γ , i.e. each irreducible
boundary curve.

PROOF. Let C = (C, x1, ..., xn, π) ∈ W ◦
∆(γ). We will show that the coarse moduli space

M∆ is smooth at C. As |∆| ≥ 3 the curve C has no automorphisms and we can compute
the tangent space of M∆ to C as the space of first order deformations of C. As C ∼= P1 is
rigid ([Har10], Example 5.3.1), first order deformations of C are all trivial. If π is given by

(βρ
∏

j(z0xj − z1)
αj

ρ)ρ, then any first order deformation is given by the tuple

(βρ + β′

ρε)
∏

j

(
z0(xj + x′jε)− z1

)αj
ρ




ρ

,

defining amorphism π̃ : P1
C[ε]/〈ε2〉 −→ X(Σ). Sowe have |Σ(1)|+|∆| parameters β′

ρ, x
′
j ∈ C.

Let σ ∈ Σ(m) be a maximal cone, such that βρ = 0 implies ρ ∈ σ(1). Then we can assume
βρ + β′

ρε = 1 for ρ /∈ σ(1) by Remark 2.1.6. Dividing by automorphisms of P1
C[ε]/〈ε2〉,

we obtain a tangent space of dimension dimX(Σ) + |∆| − 3 = dimW∆, which proves the
claim. �

Lemma 2.4.21. Let |∆| ≥ 3 and let γ be a combinatorial type of degree ∆ curves in Y which is
of geometric dimension one and has two vertices. Then the coarse moduli space M∆ is unibranch
around every closed point ofM◦

γ .
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PROOF. Choose a closed point C ∈ M◦
γ , i.e. a curve C over C, and an affine neigh-

bourhood U = SpecR of C in M∆. Then we can consider the completion R̂ with respect
to the maximal ideal mC defining the point C. Let M◦

∆ := p(W ◦
∆), which is a fine mod-

uli space as |∆| ≥ 3. We obtain a morphism ê : Û := Spec R̂ −→ U . Consider irre-

ducible curves C1 and C2 inside Û through m̂C = mC R̂, but ê(Ci) 6⊂ M◦
γ for i = 1, 2.

The idea is to show that C1 and C2 have to lie in the same irreducible component of Û .
To do this, we will find families of stable maps over C1 and C2 and then construct an
irreducible two dimensional family of stable maps which contains both of them. Using
Lemma 2.4.19 and the Cohen Structure Theorem, cf. [Eis04] Theorem 7.7, we see that the
normalisations are νi : D = Spec CJtK −→ Ci. Restricting to D∗ = SpecCJtKt we ob-
tain morphisms ê ◦ νi : D∗ −→ M◦

∆ and as M◦
∆ is a fine moduli space, we also obtain

families F1 = (C1, p1, D, x1, ..., xn, π) and F2 = (C2, p2, D, x̃1, ..., x̃n, π̃) associated to these
morphisms. Pick three sections, without loss of generality x1, x2, x3 and x̃1, x̃2, x̃3 and
reparameterise the families such that these three sections attain fixed constant values in C

in the generic fibres. This has the consequence that if we want to compute the tropicalisa-
tions of the reparameterised families as in Construction 2.2.20, the vertex V (0, k) is in both
cases the unique vertex from which there are disjoint paths to the leaves x1, x2 and x3.

Because γ is of geometric dimension one, the ray M(γ) in M0(R
m,∆) has a primitive

integer generator rγ . Then the tropicalisation of the restriction of F1 toD∗ (cf. Construction
2.2.20) equals b2rγ for some integer b2. Also the tropicalisation of the restriction of F2 to
D∗ equals b1rγ for an integer b1. Consider the finite base changes ϕbi : D −→ D, t 7→ tbi

for i = 1, 2. Denote ϕ∗
b1
F1 = (C∗

1, p1, D
∗, x1, ...xn, π) and ϕ∗

b2
F2 = (C∗

2, p2, D
∗, x̃1, ..., x̃n, π̃)

by abuse of notation. Clearly we have trop(π, x1, ..., xn) = trop(π̃, x̃1, ..., x̃n) = b1b2rγ .
Furthermore both families extend to families over D, having special fibre C. Therefore
the morphisms ê ◦ νi ◦ ϕbi : D∗ −→ M∆ extend to ψi : D −→ M∆. We can assume
that trop(π, x1, ..., xn) = trop(π̃, x̃1, ..., x̃n) has the vertices V (0, k), ..., V (m, k), where the
vertices V (1, k), ..., V (m − 1, k) are S-vertices and we abbreviate v = V (0, k) and w =
V (m, k). As usual, let σv and σw denote the unique cones into whose relative interiors
v and w are mapped. As v and w are adjacent in γ, σv and σw span a cone τ ∈ Σ, i.e.
τ(1) = σv(1) ∪ σw(1). Assume that ρ ∈ σv(1) ∩ σw(1). Then we can vary the length of the
unique edge of γ and move the curves of combinatorial type γ into direction uρ. Hence the
geometric dimension of γ would be at least two. As γ is of geometric dimension one, we
have that σv(1) ∩ σw(1) = ∅. In the following let σ ∈ Σ be a maximal cone with τ ≤ σ. By
Lemma 2.2.17 we can assume that the morphisms π and π̃ are given by


βρ

∏

j

(z0xj − z1)
αj

ρ




ρ

and


β̃ρ

∏

j

(z0x̃j − z1)
αj

ρ




ρ

with sections xj =
∑

m γjmt
m and x̃j =

∑
m γ̃jmt

m and βρ = β̃ρ = 1 for ρ /∈ σ(1), by Re-

mark 2.1.6. From Construction 2.2.21 we know that γj0 = γ̃j0, because we fixed coordinates
on C(0,k) by reparameterising the families F1 and F2. Also the position of v in Rm in the

tropical curve represented by b1b2rγ is given by (v(βρ))ρ and (v(β̃ρ))ρ, therefore these vec-
tors must be equal. Furthermore, the components C(m,k) in the limit of both families are
equal, both having the node ∞ as special point. Hence there is an affine linear automor-

phism f : C −→ C, x 7→ ax + b with f(γjl ) = γ̃jl for all j ∈ I(m, k). We want to define

Γj
m := (1 + s(a− 1)) γjm + sb ∈ C [s] and Γj

l := (1 − s)γjl + sγ̃jl for l 6= m. Using this, we
define a section Xj :=

∑
m Γj

mt
m ∈ CJtK [s] with Xj(s = 0) = xj andXj(s = 1) = x̃j .

As in Construction 2.2.21 we denote the lowest non-zero coefficient of βρ by bρ and the one

of β̃ρ by b̃ρ. We then obtain by (47) that the extended maps π|C(0,k) and π̃|C(0,k) are given by

bρ
∏

i

(z
(0,k)
0 γki

0 − z
(0,k)
1 )ê

(i)
ρ and b̃ρ

∏

i

(z
(0,k)
0 γki

0 − z
(0,k)
1 )ê

(i)
ρ for ρ /∈ σv(1)
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and 0 else, where the ê
(i)
ρ come from the local degree ∆v . We conclude that bρ = b̃ρ for

ρ /∈ σv(1). If we use (47) to determine the maps on the other component C(m,k), we obtain
the following.

πC(m,k)

ρ =

{
bρ

(∏
j /∈I(1,m)(γ

j
0 − γk0 )

αj
ρ

)
(z

(m,k)
0 )e

(0)
ρ
∏

i(z
(m,k)
0 γki

m − z
(m,k)
1 )e

(i)
ρ if ρ /∈ σw(1)

0 if ρ ∈ σw(1)

π̃C(m,k)

ρ =

{
b̃ρ

(∏
j /∈I(1,m)(γ

j
0 − γk0 )

αj
ρ

)
(z̃

(m,k)
0 )e

(0)
ρ
∏

i(z̃
(m,k)
0 γ̃ki

m − z̃
(m,k)
1 )e

(i)
ρ if ρ /∈ σw(1)

0 if ρ ∈ σw(1)

Here z̃
(m,k)
0 , z̃

(m,k)
1 are the coordinates on C(m,k) that are obtained from the family ϕ∗

2 F2

and the integers e
(i)
ρ come from the local degree ∆w. A coordinate transformation via f

yields

π̃C(m,k)

ρ = (a−1)e
(0)
ρ b̃ρ


 ∏

j /∈I(1,m)

(γj0 − γk0 )
αj

ρ


 (z

(m,k)
0 )e

(0)
ρ

∏

i

(z
(m,k)
0 γki

m − z
(m,k)
1 )e

(i)
ρ

and we conclude b̃ρ = bρa
e(0)ρ for ρ ∈ σv(1). We now want to define Bρ := bρ if ρ /∈ σv(1)

and Bρ := bρ(1 + s(a− 1))e
(0)
ρ for ρ ∈ σv(1).

Let S0 = SpecCJtK [s]t(1+s(a−1)) and x̂j = (1 : Xj) : S0 −→ P1
S0

define sections. Fur-

thermore (π̂ρ)ρ with π̂ρ := Bρt
v(βρ)

∏
j(z0Xj − z1)

αj
ρ defines a morphism π̂ to X(Σ) such

that (P1
S0
, pr, S0, x̂1, ..., x̂n, π̂) is a family inW ◦

∆. If we denote S = SpecCJtK [s]1+s(a−1), we

can extend this family to a family in W∆ over S, which works exactly as in Construction
2.2.21. We just have to replace γkm by Γk

m, bρ by Bρ and blow up in the disjoint subvarieties

Z(t, z(m−1,k) − Γk
m−1) instead of (1 : γkm−1). For a fixed value s0 of s we can determine the

fibre over 〈s − s0, t〉 by just plugging s0 into Bρ and Xj and this then into formula (47).
On the component belonging to v we immediately see that this equals the corresponding
component of C. On the component belonging to w we have to apply the affine coordinate
transformation x 7→ (1 + s0(a − 1))x + s0b first, but then we see that also this component
equals the corresponding component of C.

So we obtain a family (C, p, S, , x̂1, ..., x̂n, π̂) inW∆ where all fibres over Z(t) are equal to C.
Therefore the inducedmorphism ψ : S −→M∆ satisfies ψ(Z(t)) = {C} andψ|Z(s) = ψ1 and
ψ|Z(s−1) = ψ2. As CJtK [s]1+s(a−1) is complete with respect to the ideal 〈t〉 the morphism ψ

naturally lifts to ψ̂ : S −→ Û . By construction we have ψ̂|Z(s) = ν1 ◦ ϕb1 and ψ̂|Z(s−1) =

ν2 ◦ ϕb2 and therefore C1 and C2 are both contained in ψ̂(S) which is irreducible. �



CHAPTER 3

Tropical moduli spaces of covers and of lines in surfaces

In this final chapter we want to use the theory from the previous two chapters in order
to obtain a few results. We will construct a one dimensional tropical fan W∆,Y by using
intersection theory on W∆,Y in certain cases. This will be the content of Section 3.1. In
Section 3.2 we will show that if L ⊂ Pm is a line which tropicalises to Lm

1 , thenW∆,L equals
M0(∆, L

m
1 ) from Definition 1.5.10 for a suitable choice of moduli data. Furthermore, we

will show that every vertex type (∆, Lm
1 ) is good. In Section 3.3 we will use the theory

from the first chapter to construct moduli spaces of tropical lines in smooth surfaces in R3.
In particular this includes the tropical cubic surface. In the last section we will combine
results from Chapters 1 and 2 to compute a few degrees of the virtual fundamental class

deg [W∆,H ]
vir , for degrees∆ of curves in L3

2 and hyperplanes H ⊂ P3 tropicalising to L3
2.

3.1. Constructing local tropical moduli spaces

In this section we want to use intersection theory on W∆,X(Σ), respectively W∆,Y , in the
cases vdim(Y ,∆) = 1, respectively dimW∆,Y = 1, to define a tropical fanW∆,Y of dimen-
sion one in M0(R

m,∆). As usual we will assume that Y ⊂ X(Σ) is an integral subvariety
and that the subfan Y of Σ is the tropicalisation (with weights) of Y intersected with the
dense torus of X(Σ).

Definition 3.1.1. An irreducible boundary divisor ofW∆,Y is an integral substack A of ∂W∆,Y

which has codimension one in W∆,Y . Note that by Lemma 2.4.4 there is a combinatorial
type γ of degree ∆ curves in Y such that A →֒ W∆,Y (γ). Furthermore, in case Y = X(Σ)
and γ is of geometric dimension one, we have that W∆,X(Σ)(γ) is already irreducible and
of codimension one, cf. Corollary 2.4.17.

Lemma 3.1.2. Let A be an irreducible boundary divisor ofW∆,Y with A →֒W∆,Y (γ). Then there
is a unique element ṽA ∈ M0,n such that

(55) ftI(ṽA) = ordA ft∗I(ij|kl)vij + ordA ft∗I(ik|jl)vik + ordA ft∗I(il|kj)vil

for all I = {i, j, k, l} ⊂ [n] of cardinality four. Furthermore, we can equip the n-marked ab-
stract tropical curve (ΓA, x1, ..., xn) represented by ṽA with a map h : |ΓA| −→ |Y | such that
(ΓA, x1, ..., xn, h) is a tropical stable map of degree∆ and combinatorial type γ.

PROOF. By Proposition 2.6 of [Vis89] there is a finite and hence proper morphism from
a scheme φ : U −→ W∆,Y . We then want to compute the multiplicity of φ∗D to an irre-
ducible component V ⊂ φ−1A for some Cartier divisor D on W∆,Y . This can be done by
a local computation on a curve j : S = SpecOU,V −→ U through the generic point of V .

Let mU,V be the closed point of S. We can normalise the curve ν : S̃ −→ S and consider a
preimage point P ∈ ν−1(mU,V ) and an étale neighbourhood of P

gP : DK = SpecKJtK ∼= Spec ÔS̃,P −→ S̃.

Then FP := φ ◦ j ◦ ν ◦ gP clearly induces a family (C, p,DK, x1, ..., xn, π) with generic
fibre in W ◦

∆,Y . We can apply Lemma 2.2.24 and obtain the existence of a vP ∈ M0,n such

113
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that the abstract tropical curve represented by vP can be equipped with a map to | Y | of
combinatorial type γ. Furthermore,

ftI(vP ) = ordmP
F ∗
P ft∗I(ij|kl)vij + ordmP

F ∗
P ft∗I(ik|jl)vik + ordmP

F ∗
P ft∗I(il|kj)vil,

where mP is the closed point of the étale neighbourhood of P . We have that

ordV φ
∗D = ordmU,V

j∗φ∗D =
∑

P∈ν−1(mU,V )

ordmP
F ∗
PD

and we define vV :=
∑

P∈ν−1(mU,V ) vP . Applying the projection formula to φwe obtain

ordAD =
∑

V

deg(V/A) ordV φ
∗D,

where the sum runs over all irreducible components of φ−1A. Finally we define ṽA :=∑
V deg(V/A)vV , which then satisfies (55) by construction. Since Y is a fan, M(γ) ⊂

M0(R
m,∆) is a cone. Therefore also the abstract tropical curve represented by ṽA can

be equipped with a stable map to | Y | of combinatorial type γ. Uniqueness of ṽA follows
from Lemma 1.2.11. �

Nowwe want to recover the map into | Y |. As in Section 2.2 we will use approach (3) from
Construction 1.2.21, so we choose two root leaves.

For this assume we have a cone σ ∈ Σ. Let Sσ =
⋃

τ∈Σ: τ≥σ τ(1) \ σ(1) which is in obvious

bijection to StarΣ(σ)(1). We want to denote the images of the primitive generators uρ of the
rays ρ ∈ Sσ under the projection to Rm/Vσ by fρ. These are then the primitive generators
of the rays in StarΣ(σ).

Lemma 3.1.3. Let A be an irreducible boundary divisor of W∆,Y with A →֒ W∆,Y (γ). Then
by the previous lemma there is a unique ṽA ∈ M0,n satisfying (55) and representing an abstract
tropical curve that can be equipped with a tropical stable map of degree ∆ to | Y |. So there is some
pA ∈ Rm such that (ṽA, pA) ∈ M0,n ×Rm ∼= M0(R

m,∆) represents such a map. For each j
with δj ∈ σ ∈ Y we obtain

(56) evVσ

j (ṽA, pA) =
∑

ρ∈Sσ

ordA ev∗
j Dρfρ ∈ Rm/Vσ.

PROOF. The proof works exactly as the one of the previous lemma, using D = ev∗
j Dρ

and Lemma 2.2.25 instead. �

For the rest of this section, we assume that there are δ1, δ2 ∈ ∆ with δj ∈ σ◦
j for σj ∈ Σ and

j = 1, 2 such that Vσ1 ⊕ Vσ2 = Rm. We will fix x1 and x2 as root leaves forM0(R
m,∆).

Construction 3.1.4 (The fan W∆,Y ). For every irreducible boundary divisor A ofW∆,Y or
of W∆,X(Σ) we obtain a unique element ṽA ∈ M0,n by Lemma 3.1.2. As Vσ1 ∩ Vσ2 = 0 by
assumption, we also obtain a unique pA ∈ Rm such that vA := (ṽA, pA) ∈ M0,n ×Rm ∼=
M0(R

m,∆) satisfies (55) and (56). Recall that vdim(Y,∆) is the expected dimension of
W∆,Y , but note that it is not clear whether the following two cases will yield the same
result or not, even if vdim(Y ,∆) = dimW∆,Y = 1.

Case 1: We have dimW∆,Y = 1. Let W∆,Y be the one-dimensional fan whose rays are
generated by the vectors vA for all irreducible boundary divisors A of W∆,Y . We define
rA := vA for every A. Assume that vA1 , ..., vAs

are all vectors that generate some ray ρ ∈
W∆,Y . Then

∑s
i=1 vAi

= ωuρ holds for some natural number ω and the primitive integer
generator uρ of the ray. Let ω be the weight of the ray ρ.

Case 2: We have vdim(Y ,∆) = 1. Let W∆,Y be the one-dimensional fan whose rays are
generated by the vectors vA for all irreducible boundary divisors A ofW∆,X(Σ). Let EY be
the vector bundle from Construction 2.3.3. As vdim(Y,∆) = 1 we can define

mA := deg ctop(EY ) ∩ [A]
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and rA := mAvA for all A. As before, assume that vA1 , ..., vAs
are all vectors that generate

some ray ρ ∈ W∆,Y . Then
∑s

i=1 vAi
= ωuρ holds for some natural number ω and the

primitive integer generator uρ of the ray. We define the weight of ρ inM∆,Y as ω
∑s

i=1mA.

So in both cases we obtain a weighted fan of dimension one. In order to prove that this is a
balanced fan, we have to check

∑
A rA = 0. This will be the content of the next lemma.

Lemma 3.1.5. The weighted fanW∆,Y from the previous construction is balanced, and the elements
of its support represent tropical curves inside Y .

PROOF. Let the notation be as in the previous construction. To prove balancing it suf-
fices to prove that R =

∑
A rA = 0, where the sum runs over all irreducible boundary divi-

sors ofW∆,Y in case 1 andW∆,X(Σ) in case 2 of the previous construction. First of all we can
apply Lemma 1.2.11 for the tropical forgetful maps and restrict to proving ftI(R) = 0 for all
I = {i, j, k, l} ⊂ [n] of cardinality four. In M0,I we obtain ftI(R) = λijvij + λikvik + λilvil.
This is zero if and only if all three coefficients are equal. This is what we want to see now,
by computing λij .

First we consider case 2. Using linearity of the tropical map ftI and Lemma 3.1.2 we obtain

λij =
∑

A

mA ordA ft∗I(ij|kl)

=
∑

A

ordA ft∗I(ij|kl) deg ctop(EY ) ∩ [A]

= deg ctop(EY ) ∩

(∑

A

ordA ft∗I(ij|kl) [A]

)

= deg ctop(EY ) ∩
(
ft∗I(ij|kl).

[
W∆,X(Σ)

])

= deg ft∗I(ij|kl).
(
ctop(EY ) ∩

[
W∆,X(Σ)

])

= deg ft∗I(ij|kl). [W∆,Y ]
vir .

The computations take place in A∗(W∆,X(Σ))Q , and by the virtual fundamental class we

mean its image in this Chow group. It is now obvious that λij = λik = λil asA0(M0,I) ∼= Z.
Hence R ∈ M0(R

m,∆) ∼= M0,n ×Rm actually equals R = (0, r) for some r ∈ Rm.

Similarly to the above computation we consider ev
Vσj

j (R) =
∑

ρ λρfρ for j = 1, 2 and show
that it is zero. The same computation as above using Lemma 3.1.3 yields

λρ = deg ev∗
j Dρ. [W∆,Y ]

vir
= degDρ.(evj)∗ [W∆,Y ]

vir

and therefore (λρ)ρ is a (rational) Minkowski weight and ev
Vσj

j (R) = 0 for j = 1, 2. Hence
also r = 0 and R = 0.

Case 1 works similarly. We do not have to deal with the Chern class there, as we can directly
intersect with the usual fundamental class [W∆,Y ] since it is one-dimensional.

To see that all the curves in |W∆,Y | are curves which map to | Y | we have to distinguish
cases again. For case 1 this is clear by construction. So consider case 2 and assume that
A →֒W∆,X(Σ)(γ) for a combinatorial type γ of degree∆ curves in Σ. Furthermore, assume
that curves of combinatorial type γ are not mapped to | Y |. This means there is some flag
f of γ which is mapped into the relative interior of a cell σf ∈ Σ with σf /∈ Y . For β ≥ γ
we can consider the flags of γ as a subset of the flags of β as in Construction 1.5.5. It is not
difficult to see that in β the flag f is mapped into a cell τf with τf ≥ σf . This means that
for every curve (C, x1, ..., xn, π) ∈ W ◦

∆,X(Σ)(β) there is a node P ∈ C with π(P ) ∈ O(τf ) ⊂

X(Σ). By Lemma 2.2 of [KP11] Y is already contained in X(Y) →֒ X(Σ). Using the orbit-
cone-correspondence (see e.g. [CLS11] Theorem 3.2.6) we see that O(τf ) ∩ X(Y) = ∅ and
thereforeO(τf )∩Y = ∅. We concludeW ◦

∆,X(Σ)(β)∩W∆,Y = ∅ for all β ≥ γ. By Lemma 2.4.5
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we haveW∆,X(Σ)(γ) ∩W∆,Y = ∅ and hence A ∩W∆,Y = ∅. This means ctop(EY ) ∩ [A] = 0
and rA = 0. �

After we defined the fanW∆,Y , we can ask if we can really determine the vectors vA from
Construction 3.1.4. For case 1 we can solve this if Y is a line in projective space, cf. Sec-
tion 3.2. For case 2 our methods unfortunately only apply in the case where W∆,X(Σ) is
unibranch around general points of A, as we can only determine multiplicities of Cartier
divisors on families of stable maps over a smooth irreducible curve. So if W∆,X(Σ) is not
étale locally irreducible around A, the multiplicity of the divisor restricted to the curve will
not be equal to the multiplicity of the divisor along A. There are only two cases where
we know something about this, namely Lemmas 2.4.20 and 2.4.21. Therefore we can only
prove the following restrictive result.

Lemma 3.1.6. Let |∆| ≥ 3 and assume γ is a combinatorial type of degree ∆ curves in Σ of
geometric dimension one and has at most two vertices. Then we obtain a unique element vγ :=
vW∆,X(Σ)(γ) as in Construction 3.1.4, and vγ is the primitive integral generator of the rayM(γ) in

M0(R
m,∆) .

PROOF. LetM denote the coarse moduli space ofW∆,X(Σ) and let p : W∆,X(Σ) −→ M
denote the canonical proper morphism. Furthermore, let M◦ := p(W ◦

∆,X(Σ)) and M◦
γ :=

p(W ◦
∆,X(Σ)(γ)) for all combinatorial types γ of degree ∆ curves in Σ. Let D := SpecCJtK

andD∗ := SpecCJtKt and let m be the closed point ofD. Let the αj
ρ be coming from∆ as in

Definition 2.2.7 and let δ1, δ2 ∈ ∆ be root leaves as above, with δi ∈ σ◦
i for i = 1, 2. The idea

of the proof is to write down a family over D for which we know that the multiplicities of
divisors of the form ft∗I(ij|kl) and ev∗

j Dρ along m yield a vγ that is the primitive integral
vector ofM(γ). The difficulty is to show that the multiplicities alongm coincide with those
along W∆,X(Σ)(γ). We want to use that M is unibranch around closed points of M◦

γ to
achieve this.

First let γ have only one vertex, which then is mapped into the relative interior of some
ray ξ ∈ Σ(1). Assume without loss of generality that ξ /∈ σ1(1). Consider a family F =

(P1
D, pr, D, x1, ..., xn, π), where π is given by a tuple (βρ

∏
j(z0xj − z1)

αj
ρ)ρ with βρ, xj ∈ C∗

for ρ 6= ξ and j ∈ [n] and βξ = bt for b ∈ C∗. The fibre C over m is then a closed point ofM◦
γ .

We obtain a morphism φ : D −→M , induced by F . We have clearly have ordm φ
∗ ev∗

1Dξ =
1. AsM is smooth at C by Lemma 2.4.20 and elements inM◦

γ have no automorphisms, we
conclude that ordW∆,X(Σ)(γ) ev

∗
1Dξ = 1. All other multiplicities follow from uniqueness of

vγ and that vγ represents a curve of combinatorial type γ and M(γ) is a ray. This proves
the claim.

Let now γ have two vertices v and w which are mapped into the relative interior of σv
and σw, respectively. First assume that neither v nor w is two-valent. Denote the set of
labels of leaves which are incident to w by J . Then the primitive generator of M(γ) is
vJ + r for some r ∈ Rm. Let

∑
ρ∈σv(1)

vρ uρ be the image of the vertex v in the stable map

represented by vJ + r. Of course, vρ > 0 for ρ ∈ σv(1) and we set vρ = 0 for ρ /∈ σv(1).

For j /∈ J let xj ∈ C and for j ∈ J let xj := γ + γj1t ∈ CJtK. We choose the numbers

such that the xj for j ∈ J and γ are pairwise distinct. Furthermore the γj1 for j ∈ J
shall be pairwise distinct. Then xj := (1 : xj) : D

∗ −→ P1
D∗ defines sections and the tuple

(tvρ
∏

j(z0xj − z1)
αj

ρ)ρ defines a morphism π : P1
D∗ −→ X(Σ). So we obtain a family

F = (P1
D∗ , pr, D∗, x1, ..., xn, π) of stable maps in W ◦

∆,X(Σ). By Construction 2.2.21 we can

extend this family (possibly after a finite base change) to a family over D whose special
fibre C over m is a closed point of M◦

γ . As M is complete, the morphism induced by F

extends to a morphism φ : D −→ M . As M◦ is smooth, the normalisation ν : M̃ −→ M

is an isomorphism restricted to the preimage of M◦. Therefore we obtain φ̃ : D∗ −→ M̃

with φ = ν ◦ φ̃. Let now I ⊂ [n] with I = {i, j, k, l} and I ∩ J = {i, j}. Then clearly
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ordm φ̃
∗ ft∗I(ij|kl) = ordm φ

∗ ft∗I(ij|kl) = 1. NowM is unibranch around every closed point

ofM◦
γ by Lemma 2.4.21, therefore ν−1M◦

γ is irreducible. As M̃ is normal, we conclude that

ordν−1M◦
γ
ν∗ ft∗I(ij|kl) = 1. In particular ν : ν−1M◦

γ −→ M◦
γ is a bijection on closed points,

hence ordM◦
γ
ft∗I(ij|kl) = 1 by the projection formula. General elements inM◦

γ do not have

automorphisms, hence we also have ordW∆,X(Σ)(γ) ft
∗
I(ij|kl) = 1. All other multiplicities

now follow from the uniqueness of the vector vγ = vJ + r′ and that M(γ) is a ray. This
yields vγ = vJ + r which finishes the proof.

If one of the vertices, say w is two-valent the proof works similar. In this case the primitive
integral generator ofM(γ) is given by some r1+ r2 ∈ Zm/Vσ1 ⊕Zm/Vσ2 with ri ∈ Zm/Vσi

for i = 1, 2. Let
∑

ρ∈σv(1)
vρ uρ be the image of the vertex v in the stable map represented

by r1 + r2. Of course, vρ > 0 for ρ ∈ σv(1) and we set vρ = 0 for ρ /∈ σv(1). Choose fixed
distinct complex numbers xj ∈ C∗ and define the family F = (P1

D∗ , pr, D∗, x1, ..., xn, π),
where the sections are given by xj := (1 : xj) : D∗ −→ P1

D∗ and the map π is given by

the tuple (tvρ
∏

j(z0xj − z1)
αj

ρ)ρ. The rest of the proof is the same as in the case above, we
just have to consider suitable evaluations ev∗j Dρ in order to recover r1+r2 instead of using

ft∗I(ij|kl). �

Even though the above result is quite restrictive, we can use it to do some computations
in Section 3.4. We suppose that a similar statement holds for general combinatorial types
of degree ∆ curves in Σ of geometric dimension one. Probably we might not obtain a
primitive integral vector of M(γ), but only a "tropical meaningful" multiple of it. To be
more precise, we suppose that the following is true.

Conjecture 3.1.7. Let H = Z(
∑m

i=0 yi) ⊂ Pm = ProjC [y0, ..., ym] and let ∆ be a degree of
tropical curves in Lm

m−1. If the vertex type (L
m
m−1,∆) satisfies vdim(Lm

m−1,∆) = 0we want
to assign a weight

(57) ω[(Lm
m−1,∆)] := deg [W∆,H ]vir .

We conjecture that these moduli data turn every vertex type into a good one (in the sense
of Definition 1.5.12). Furthermore we suppose that there is an equality of tropical cycles

M0(L
m
m−1,∆) = W∆,H ,

where the weights of the left cycle are as in Definition 1.5.10 with the moduli data given in
(57). The cycle W∆,H is as in Construction 3.1.4, case 2. Examples give evidence for this
to be true. E.g. this conjecture holds for Examples 1.6.5 and 3.4.3 and a lot more examples
which are not included in this thesis. Furthermore, we will see in the next section that this
is true for m = 2, if we consider W∆,H as in case 1 of Construction 3.1.4. I suppose that
case 1 and case 2 of that construction will yield the same fan then, because we will see that
the virtual fundamental class equals the usual one then.

3.2. The case of curves

The aim of this section is to prove that all vertex types (Lm
1 ,∆) are good in the sense of Defi-

nition 1.5.12with respect to a certain choice of moduli data, cf. Definition 3.2.8. Throughout
this section let L ⊂ Pm denote a line, i.e. L ∼= P1, such that its intersection with the dense
torus tropicalises to Lm

1 . We will always be given a degree ∆ = (δ1, ..., , δn) of tropical
curves in Lm

1 and a corresponding algebraic degree d = 1
m−1KLm

1
.∆. In order to obtain

something interesting let alsom ≥ 2. Throughout this section we want to denote the coor-
dinate hyperplanes of Pm by H0, ..., Hm. As before we denote the standard basis of Rm by

e1, ..., em and e0 = −
∑m

i=1 ei. For a vector δj ∈ ∆ there are unique integers αj
i ∈ Z≥0 for

0 ≤ i ≤ m with δj =
∑m

i=0 α
j
i ei and such that αj

i > 0 for at most one i.

As L is a curve, we will first state an important tool for studying covers of curves, the
Riemann-Hurwitz formula.
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Lemma 3.2.1 (Riemann-Hurwitz formula). Let π : Y −→ X be a finite and separated morphism
between smooth and complete curves over an algebraically closed field. Then

2g(Y )− 2 = deg π · (2g(X)− 2) +
∑

P∈Y

(fP − 1),

where g denotes the genus of the curve and fP is the ramification order at the point P . The degree
deg π is the degree of the field extension [K(Y ) : K(X)] that is induced by π∗.

PROOF. This is [Har97], IV Corollary 2.4. �

Now we will review some deformation theory of covers following the paper [Vak00] of
R. Vakil. For literature about deformation functors and miniversal families we refer to
[Har10]. Deformations to a C = (C, x1, ..., xn, π) in M0,n(X, β) can be obtained from the
complex

Ωπ =


π∗ΩX −→ ΩC(

n∑

j=1

xj)




where the first order deformations (those over SpecC [ε] /〈ε〉) are given by Ext1(Ωπ,OC)

and the obstruction space is given by Ext2(Ωπ,OC).

For C = (C, x1, ..., xn, π) ∈ M0,n(L, d) a subset A ⊂ C is called special locus, if it is a con-
nected component of a fibre of π which is not a reduced unmarked point. So the special loci
are components on which π is constant, ramification points, nodes or marked points.

Let Fe denote the deformation functor of the étale neighbourhood e : Ĉ −→ C of some

special locus A, which is defined as follows. Consider tuples (Ĉ, p, SpecR, π̂, (x̂i)i∈I)where

p : Ĉ −→ SpecR is a flat morphism, π̂ : Ĉ −→ L is a morphism and x̂i : SpecR −→ Ĉ
is a section of p for each i ∈ I . Here I is the set of indices such that xi ∈ A and (R,m)

is a local artinian C-algebra with R/m ∼= C. Two such tuples (Ĉ, p, SpecR, π̂, (x̂i)i∈I) and

(Ĉ
′
, p′, SpecR, π̂′, (x̂′i)i∈I) are isomorphic if there is an isomorphism φ : Ĉ −→ Ĉ

′
over SpecR

such that π̂ = π̂′ ◦ φ and x̂′i = φ ◦ x̂i for all i ∈ I . We denote by Fe(SpecR) the set of

isomorphism classes of tuples (Ĉ, p, SpecR, π̂, (x̂i)i∈I) such that the restriction to the fibre

of p over m is isomorphic to (Ĉ, p, SpecC, π ◦ e, (e−1(xi))i∈I).

We want to define another functor F∆
e as follows. Let F∆

e (SpecR) ⊂ Fe(SpecR) be the set

of isomorphisms classes (Ĉ, p, SpecR, π̂, (x̂i)i∈I) which additionally satisfy

(1) π̂ ◦ x̂j : SpecR −→ Hi for all j ∈ I with αj
i > 0

(2) π̂∗Hi −
∑

j∈I α
j
i x̂j = 0 ∈ A0(π̂

−1Hi) for i = 0, ...,m.

Let FC denote the functor describing deformations of an element C ∈M0,n(L, d) and let F∆
C

denote the functor describing deformations of a stable map C inM∆,L, cf. Definition 2.2.10.

Let DefC be the miniversal deformation space of the functor FC andDef∆C the miniversal de-
formation space of the functor F∆

C . Then DefC is a formal neighbourhood of C inM0,n(L, d)

and Def∆C is a formal neighbourhood of C inM∆,L. Furthermore let DefFe
be the miniver-

sal deformation space of the functor Fe and Def∆e the miniversal deformation space of the
functor F∆

e .

Let C = (C, x1, ..., xn, π) in M0,n(L, d) have special loci A1, ..., Ar and choose étale neigh-

bourhoods ek : Ĉk −→ C of each special locus k = 1, ..., r. In Proposition 4.3 of [Vak00] it is

shown that there is an isomorphism Exti(Ωπ,OC) ∼=
⊕

k Ext
i(e∗kΩπ,OĈk

) for all i. Further-
more e∗kΩπ = Ωek◦π

. Recalling that the tangent space of a deformation functor is its value
at SpecC [ε] /〈ε〉, we obtain the following lemma.
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Lemma 3.2.2. We have natural isomorphisms of miniversal deformation spaces DefC ∼=
∏

k Defek
and of tangent spaces TFC

∼=
⊕

k TFek
. Furthermore Def∆C

∼=
∏

k Def∆ek and TF∆
C

∼=
⊕

k TF∆
ek
.

In particular the miniversal deformation spaces and tangent spaces do not depend on the choice of the

étale neighbourhood of Ak. We therefore write DefFek
=: DefAk

, Def∆Fek
=: Def∆Ak

, TFek
=: TAk

and TF∆
ek

=: T∆
Ak

.

PROOF. The claim without ∆ is Proposition 4.3 of [Vak00]. This also implies the claim
with ∆ because the conditions definingM∆,L in Definition 2.2.10 restrict to the conditions
defining F∆

ek
on étale neighbourhoods ek of the special loci of C. �

Lemma 3.2.3. Let C = (C, x1, ..., xn, π) ∈ M0,n(L, d) be a stable map and A a special locus of C.
If A is an unmarked fA-fold ramification point, then dimTA = dimT∆

A = fA − 1. If A = xj is a

marked point for which there is some i with αj
i > 0, then dimT∆

A = 0 and dimT∆
A = fA else. In

both cases we have dimTA = fA.

PROOF. First we consider the case of an unmarked ramification. We can choose any
étale neighbourhood e : C′ −→ C ofA by the previous lemma, for exampleC′ = Spec CJtK.
Then the pull back π′ = π ◦ emaps into an affine open subset D := Spec C [z] ⊂ L and we
can assume that π′(m) = 〈z〉 for the closed point m of C′. Therefore π′ is given by a C-
algebra homomorphism z 7→ αtfA for some α ∈ C∗. As C′ is smooth it is also rigid, i.e. all
its first order deformations are trivial ([Har10], Example 5.3.1). Hence we can assume that
first order deformations of C′ look like

p : D := SpecCJtK [ε] /〈ε〉 −→ Dε := SpecC [ε] /〈ε〉,

where p is just the projection. Automorphisms of D over Dε are given by C-algebra homo-
morphisms φ with φ(ε) = ε and φ(t) = at + ϕε, with a ∈ C∗ and ϕ ∈ CJtK. We can only
have a ∈ C∗ because for ε = 0 this must become an automorphism of CJtK. The inverse is
given by φ−1(ε) = ε and φ−1(t) = a−1(t− ϕ(a−1t)ε), which is easily checked using Taylor
series expansion. The deformed map π̂ : D −→ SpecC [z] is given by z 7→ αtfA + gε, where
g ∈ CJtK. Let β ∈ C be such that βfA = α−1 and let q denote the degree fA − 2 polyno-
mial which consists of all terms of g(βt) of order up to fA − 2. Then reparameterising with
the automorphism φ(t) = βt + ϕε with ϕ = f−1

A β1−fA(q − g(βt))t−(fA−1) yields the map
z 7→ tfA + qε. Therefore the only possible deformations up to isomorphisms are of the form

z 7→ tfA + (
∑fA−2

k=0 γkt
k)ε with γk ∈ C. Counting coefficients yields the claim.

If A is marked, we additionally have a section x : Dε −→ D given by ε 7→ ε and t 7→ χε
with χ ∈ C. Reparameterising with the automorphism φ(t) = t−χεwe can assume that the
section is constant zero. As above, a deformation of the map is given by z 7→ αtfA +gεwith
g ∈ CJtK. If we reparameterise this, we have to restrict to those automorphisms φ′ with
φ′(t) = at+ϕ′εwhere ϕ′ ∈ m ⊂ CJtK in order to keep the section constant. Let q denote the
sum of all terms of g(βt) up to order fA−1 and choose ϕ′ = f−1

A β1−fA(q−g(βt))t−(fA−1) ∈
m. Then we obtain z 7→ tfA + qε after reparameterising the map with φ′(t) = βt + ϕ′ε.
Therefore, up to isomorphism, each deformed map π̂ is of the form

(58) z 7→ tfA + ε

fA−1∑

k=0

γkt
k

with γk ∈ C and the constant section t 7→ 0 and ε 7→ ε. Counting coefficients yields the

claim. If A = xj with αj
i > 0, then we must have fA = αj

i . We have Hi ∩ L = {z = 0}

and hence π̂∗Hi = tfA + ε
∑fA−1

k=0 γkt
k = tfA , since the section is constant zero. Thus

γ0 = ... = γfA−1 = 0 and the claim follows. �

Lemma 3.2.4. For a degree ∆ of tropical curves in Lm
1 we have that dimW∆,L = vdim(Lm

1 ,∆),
ifW∆,L 6= ∅. FurthermoreW∆,L is a scheme andW ◦

∆,L is smooth.
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PROOF. The line L ⊂ Pm is the intersection ofm− 1 hyperplanes H ′
1, ..., H

′
m−1 ⊂ Pm.

Construction 2.3.3 provides vector bundles EH′
i
on M0,n(P

m, d) with global sections si,
such thatW∆,L is the vanishing locus of the sections s1, ..., sm−1 restricted toW∆,Pm , with
its reduced structure. As each EH′

i
is of rank d + 1 we conclude that every irreducible

component ofW∆,L has dimension at least dimW∆,Pm −(m−1)(d+1) = n−(m−1)d−2 =
vdim(Lm

1 ,∆).

Asm ≥ 2, we conclude that every vertex of a combinatorial type of degree∆ curves in Lm
1

is at least three-valent. But this means by Theorem 2.2.18 that no curve in W∆,L has non-
trivial automorphisms. ThereforeW∆,L is a scheme. We will now compute the dimension
of the tangent space of a point ofW ◦

∆,L and therefore also an upper bound for the dimension

of the scheme. Given any curve C = (P1, x1, ..., xn, π) ∈ W ◦
∆,L, the special loci are x1, ..., xn

and possibly unmarked ramifications p1, ..., pr. As C has no automorphisms, we have that

TW◦
∆,L

,C = T∆
C =

⊕

j:δj 6=0

T∆
xj

⊕
⊕

j:δj=0

T∆
xj

⊕
⊕

i

T∆
pi

by Lemma 3.2.2. By Lemma 3.2.3 we have dimT∆
pi

= fpi
−1 for i = 1, ..., r. The same lemma

tells us dimT∆
xj

= 0 if δj 6= 0 and dimT∆
xj

= fxj
if δj = 0. Therefore

dimTW◦
∆,L

,C =
∑

j:δj=0

fxj
+

r∑

i=1

(fpi
− 1)

(a)
= 2d− 2−

∑

j:δj 6=0

fxj
+ n

= n− d(m− 1)− 2 = vdim(Lm
1 ,∆)

where equality (a) follows from the Riemann-Hurwitz formula. Note that this also implies
that the dimension of the tangent space is equal to the dimension of the scheme. Therefore
W ◦

∆,L is smooth. �

Definition 3.2.5 (Hurwitz numbers). If vdim(Lm
1 ,∆) = 0 we have dimW∆,L = 0 by the

previous lemma. Therefore W∆,L = W ◦
∆,L is a scheme. We define the Hurwitz number

H0,d(∆) as the degree of the fundamental class

H0,d(∆) := deg [W∆,L] .

This is the number of degree d covers of P1 by P1 with ramifications prescribed by ∆.
In the literature each cover is usually weighted by the inverse of the number of its au-
tomorphisms, which in our case is always 1. However some authors do not require the
ramification points to be marked.

Remark 3.2.6 (Computing Hurwitz numbers). The Hurwitz number H0,d(∆) can be com-
puted by pure combinatorics. Let Sd denote the symmetric group on [d]. Then H0,d(∆) is
the number of tuples of cycles (σ1, ...., σn) such that

(1) if δj = αj
i ei for some iwith αj

i > 0, then σj is an α
j
i -cycle

(2) σ1 · · ·σn = id
(3) the group 〈σ1, ..., σn〉 acts transitively on [d].

This follows from the Riemann Existence Theorem which can be found, for example, in the
book [Don11], Theorem 2 of Section 4.2.

If m = 2 then L2
1 is a hypersurface in R2. Additionally, also L ⊂ P2 is a hypersurface and

we can ask for the relation between the virtual fundamental class [W∆,L]
vir, that was only

defined for hypersurfaces, and the usual fundamental class [W∆,L].

Lemma 3.2.7. Let∆ be a degree of tropical curves in L2
1, i.e. L ⊂ P2 is a line which tropicalises to

L2
1. Then the virtual fundamental class from Definition 2.3.4 coincides with the usual fundamental

class

[W∆,L] = [W∆,L]
vir ∈ A∗(W∆,L)Q.
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type 2

FIGURE 4. The different combinatorial situations (di denotes the weight of
the edges)

PROOF. Let EL and sL be as in Construction 2.3.3. It is known that the global section
sL of EL onM0,n(P

2, d) has the stack theoretic zero locus Z(sL) = M0,n(L, d), cf. Section
2.1 of [Pan98]. Then W ◦

∆,L = W∆,P2 ∩ M0,n(L, d) intersect in the correct dimension by
Lemma 3.2.4. Let V be an irreducible component of W∆,L. Clearly V is the closure of an
irreducible component V ◦ of W ◦

∆,L. We will show that M0,n(L, d) and W ◦
∆,P2 , which are

both smooth schemes, intersect transversally at closed points of V ◦. This can be achieved
by considering the tangent spaces of both schemes at the intersection points. Let C ∈ V ◦ ⊂
M0,n(L, d) ∩W ◦

∆,P2 be a closed point. Then a tangent vector to M0,n(P
2, d) at C which is

also tangent toM0,n(L, d) andW
◦
∆,P2 is given by a first order deformation of C which holds

the image L of π rigid and also preserves the multiplicities of π∗Hi to xj . By Lemma 3.2.2 it
suffices to study the first order deformations of étale neighbourhoods of the special loci of
C, which are just the markings x1, ..., xn and unmarked ramification points p1, ..., pr in this
case. As we explained in the proof of Lemma 3.2.4 we have

TM0,n(P2,d),C ⊃ TM0,n(L,d),C ∩ TW◦

∆,P2 ,C
=
⊕

j:δj=0

T∆
xj

⊕
⊕

i

T∆
pi

= TV ◦,C .

As all schemes involved here are smooth and W ◦
∆,P2 and M0,n(L, d) intersect in the right

dimension, we conclude that TM0,n(P2,d),C = TM0,n(L,d),C + TW◦

∆,P2 ,C
, i.e. the intersection is

transversal. Hence [V ] occurs with multiplicity 1 in the usual and the virtual fundamental
class. �

Definition 3.2.8 (Moduli data for curves). To a vertex type (Lm
1 ,∆) with rdim(Lm

1 ,∆) =
vdim(Lm

1 ,∆) = 0 we want to assign the weight ω[(Lm
1 ,∆)] := H0,d(∆). To a vertex type

(Lm−1
0 ×R,∆) of resolution dimension zero we want to assign the weight ω[(Lm−1

0 ×R,∆)] :=

1. Note that by the previous lemma these weights equal the weights defined in Conjecture
3.1.7 form = 2.

Lemma 3.2.9. IfW∆,L(γ) 6= ∅, then γ is an admissible combinatorial type in terms of Section 1.5.

PROOF. If γ is not admissible, i.e. there is some vertex v with rdim(v) < 0, then this
must be a vertex which is mapped to the origin. The Riemann-Hurwitz formula tells us
thatW∆v ,L = ∅ and by Theorem 2.2.18 there can be no stable map inW∆,L(γ). �

We want to determine the fan W∆,L from Construction 3.1.4, case 1 later on. Therefore we
want to compute the multiplicities of divisors of the form ft∗I(ij|kl) to the boundary points
∂W∆,L in case vdim(Lm

1 ,∆) = 1. By Lemma 3.2.4 this means that also dimW∆,L = 1, which
was required for case 1 of that construction.
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Lemma 3.2.10. Let vdim(Lm
1 ,∆) = 1 and let C ∈ W∆,L(γ) where γ is of type 1 as in Figure 4.

Then

(59) ordC ft
∗
I(ij|kl) = 1

PROOF. By assumption the stable map C = (C, x1, ..., xn, π) has two irreducible com-
ponents C = C0 ∪ C1 such that π|C0 is constant, xi, xj ∈ C0 and all other marked points lie
on C1. Assume that δi = d2es and δj = d1es for some 0 ≤ s ≤ m and define d = d1 + d2.

LetM◦ denote the closed subscheme of M0,I(P
1, d) whose closed points are exactly those

stable maps (P1, xi, xj , xk, xl, π) such that π(xi) = π(xj) = 0, π(xl) = ∞, π(xk) = 1 and
π∗0 = d1xj + d2xi and π∗∞ = dxl.

Let S := Spec
(

C [λ,w]λw(1−w) /〈λw
d2 − (1 − w)d〉

)
and consider the family given by U =

(P1
S , pr, S, x̃i, x̃j , x̃k, x̃l, π̃), with x̃l = 1, x̃i = 0, x̃j = ∞ and x̃k = (1 : w). Furthermore let π̃

be given by the tuple ((z0 − z1)
d, λzd1

0 zd2
1 ), where z0, z1 are the coordinates of P1

S . It is not
difficult to see thatM◦ ∼= S, because the stable maps inM◦ are exactly the stable maps in
the family U .

We even have an isomorphism ψ : SpecC [w]w(1−w)
∼
−→ S, induced by the C-algebra iso-

morphism w 7→ w and λ 7→ (1− w)dw−d2 . We can now extend the pull back ψ∗ U to a
family over SpecC [w]w with fibre C′ = (C′, x′i, x

′
j , x

′
k, x

′
l, π

′) over 1. An easy computation
(e.g. use formula 47) shows that C′ has two irreducible components C′

0 and C′
1 such that

π′|C′
0
is constant, x′i, x

′
j ∈ C′

0 and x′k, x
′
l ∈ C′

1. The extended family induces a morphism

ϕ : SpecC [w]w −→M into the closureM ofM◦ inM0,I(P
1, d).

Let FI denote the composition of the forgetful morphism ft′I : M −→ M0,I with the mor-
phism ϕ. Then we can see that F ∗

I (ij|kl) = w − 1 which vanishes with order 1 at 1. By the
projection formula we also obtain ordC′(ft′I)

∗(ij|kl) = 1.

The special loci of C′ are C′
0 and the marked points x′k and x′l. As étale neighbourhoods

of x′k and x′l are not deformed inM◦, we conclude from Lemma 3.2.2 that a formal neigh-

bourhood of C′ in M is isomorphic to Def∆C′
0
. We obtain Def∆C0

∼= Def∆C′
0
, as C and C′ are

étale locally isomorphic around C0 and C′
0. Furthermore Def∆C

∼= Def∆C0
as vdim(Lm

1 ,∆) =

dimW∆,L = 1 and hence dimDef∆A = 0 for the other special loci A of C. This means that
W∆,L and M have formal neighbourhoods around C and C′ which are isomorphic. Fur-

thermore the forgetful morphisms ftI and ft′I to M0,I correspond to each other via this
isomorphism, thus ordC ft

∗
I(ij|kl) = ordC′(ft′I)

∗(ij|kl) = 1. �

Lemma 3.2.11. Let vdim(Lm
1 ,∆) = 1 and let C ∈ W∆,L(γ) where γ is of type 2 as in Figure 4.

Then

(60) ordC ft
∗
I(ij|kl) = d1

PROOF. By assumption the stable map C = (C, x1, ..., xn, π) has three irreducible com-
ponents C = C0 ∪ C1 ∪ C2 such that π|C0 is constant, xi ∈ C0 is the only marked point on
C0, xj ∈ C2 and xk, xl ∈ C1. Assume that δi = des for some 0 ≤ s ≤ m and let di be the
multiplicity of (π|Ci

)∗Hs at the node C0 ∩ Ci for i = 1, 2. Then we must have d = d1 + d2
(cf. Remark 2.2.11).

LetM◦ denote the closed subscheme of M0,I(P
1, d) whose closed points are exactly those

stable maps (P1, xi, xj , xk, xl, π) such that π(xk) = π(xj) = 0, π(xi) = ∞, π(xl) = 1 and
π∗0 = d1xj + d2xk and π∗∞ = dxi.

Let S := Spec
(

C [λ,w]λw(1−w) /〈λ− wd1(1− w)d2〉
)
and consider the family given by U =

(P1
S , pr, S, x̃i, x̃j , x̃k, x̃l, π̃), with x̃k = 1, x̃j = 0, x̃i = ∞ and x̃l = (1 : w). Furthermore let π̃

be given by the tuple (λzd0 , (z0 − z1)
d2zd1

1 ), where z0, z1 are the coordinates of P1
S . It is not
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difficult to see thatM◦ ∼= S, because the stable maps inM◦ are exactly the stable maps in
the family U .

We have an isomorphism ψ : SpecC [w]w(1−w)
∼
−→ S, induced by the C-algebra isomor-

phism w 7→ w and λ 7→ wd1(1 − w)d2 . We can extend the family ψ∗ U (after a suitable
finite base change, e.g. 1−w 7→ (1−w)d1 will do) to a family over SpecC [w]1−w with fibre

C′ = (C′, x′i, x
′
j , x

′
k, x

′
l, π

′) over 1. An easy computation (e.g. use formula 47) shows that C′

has three irreducible components C′
0, C

′
1 and C

′
2 such that x′i ∈ C′

0, x
′
k, x

′
l ∈ C′

2 and x
′
j ∈ C′

1.
Furthermore π′|C′

0
is constant, π′|C′

1
has degree d1 and π′|C′

2
has degree d2.

Let M denote the closure of M◦ in M0,I(P
1, d) and let N denote the coarse moduli space

of M with the canonical proper morphism p : M −→ N . Then the forgetful morphism

ft′I :M −→M0,I factors through N as ft′I = f̃tI ◦ p. The family ψ∗ U induces a morphism
ϕ′ : SpecC [w]w(1−w) −→ N . As N is complete ϕ′ extends to ϕ : SpecC [w]w −→ N with

ϕ(1) = C′. Let FI := f̃tI ◦ ϕ. Then clearly F ∗
I (ij|kl) = w − 1 vanishes with order 1 at 1.

As ϕ′ is one-to-one, we obtain that ordC′ f̃t
∗

I(ij|kl) = 1 holds on the coarse moduli spaceN .
The curve C′ has d1 automorphisms and therefore ordC′(ft′I)

∗(ij|kl) = d1 on the stack M ,
by Corollary (2.5) of [Vis89] and the projection formula.

The special loci of C′ are C′
0 and the marked points x′j , x

′
k and x′l. As étale neighbour-

hoods of x′j , x
′
k and x′l are not deformed in M◦, we conclude from Lemma 3.2.2 that a

formal neighbourhood of C′ in M is isomorphic to Def∆C′
0
. We obtain Def∆C0

∼= Def∆C′
0
, as

C and C′ are étale locally isomorphic around C0 and C′
0. Furthermore Def∆C ∼= Def∆C0

as

vdim(Lm
1 ,∆) = dimW∆,L = 1 and hence dimDef∆A = 0 for the other special loci A of

C. This means that W∆,L andM have formal neighbourhoods around C and C′ which are
isomorphic. Furthermore the forgetful morphisms ftI and ft′I to M0,I correspond to each
other via this isomorphism, thus ordC ft

∗
I(ij|kl) = ordC′(ft′I)

∗(ij|kl) = d1. �

Corollary 3.2.12. Let C = (C, x1, ..., xn, π) ∈ M∆,L ⊂ M0,n(L, d) and let C0 be an irreducible
component of C on which π is constant and around which C étale locally looks like in the following
picture.

C

L

π

Hs ∩ L

C1, d1

C0

xi

C2, d2

C

L

π

Hs ∩ L

C1, d

C0

xi

xj

Then dimDef∆C0
= 1. In particular, C can be deformed into a curve inM∆,L having two nodes less

than C in the left case and one node less in the right case.

PROOF. This follows immediately from the proofs of the previous two lemmas. �

Before we state and prove the main theorem of this section, we should make the following
remark.

Remark 3.2.13. By arguments very similar to those in Example 1.6.7, one can show that all
vertex types (Lm−1

0 × R,∆) are good with respect to the moduli data chosen in Definition
3.2.8.

Theorem 3.2.14. All vertex types (Lm
1 ,∆) are good with respect to the moduli data chosen in

Definition 3.2.8.
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PROOF. We will proceed by induction on the classification number, cf. Definition 1.5.6.
The smallest possible value is N[(Lm

1 ,∆′)] = 2m + 1, which is attained only for the degree

∆′ = (e0, ...., em) and which is of resolution dimension zero. Vertex types of resolution
dimension zero are always good. If rdim(Lm

1 ,∆) > 1 we can assume by induction that all
vertices in non-trivial combinatorial types of degree ∆ curves in Lm

1 are good, cf. Lemma
1.5.7. By Lemma 1.5.22 we conclude that then also (Lm

1 ,∆) is good. Hence it is sufficient
to check that vertex types with rdim(Lm

1 ,∆) = 1 are good, so we will assume that the
resolution dimension is one. Let γ be an admissible combinatorial type of degree∆ curves
in Lm

1 of geometric dimension one. The geometric dimension clearly equals the number of
vertices of γ which are not mapped to the origin, plus the number of edges of γ which are
mapped to the origin. So we will have to distinguish two cases.

1st case: The combinatorial type γ has two vertices v and w which are mapped to the origin
and are adjacent via a contracted edge. It is easy to see that, without loss of generality,
rdim(v) = 0 and rdim(w) = 1. By induction both vertices are good and we can define the
gluing cycle Z(γ) as in Construction 1.5.13. The local moduli space of v consists of one
cell, which is of weight zero by the Riemann-Hurwitz formula, since 0 ∈ ∆v . Therefore
[Z(γ)] = [∅] and γ does not occur in M0(L

m
1 ,∆).

2nd case: There is one vertex v that is not mapped to the origin, and verticesw1, ..., wr which
are mapped to the origin. As there are no contracted edges over the origin, the number of
edges of γ is r. For a genus zero graph we have

r = |∆| − 3− (val(v)− 3)−
r∑

i=1

(val(wi)− 3)

≤ |∆| − val(v)−
r∑

i=1

((KLm
1
.∆)wi

− 1) = |∆| −KLm
1
.∆+ r − val(v).

The inequality holds because γ is admissible. Together with vdim(Lm
1 ,∆) = 1 the above

inequality yields val(v) ≤ 3 and hence val(v) = 3. Therefore either r = 1 or r = 2 and γ
must look as follows.

i
j

v w

type 1 type 2

w1

w2v

We now want to show that M0(L
m
1 ,∆) is equal to the fan W∆,L from Construction 3.1.4,

case 1. For this we choose two suitable root leaves to obtain M0(R
m,∆) ∼= M0,n ×Rm. In

these coordinates |M0(L
m
m−1,∆)|poly ⊂ |M0,n | × 0, hence it suffices to consider only the

forgetful morphisms.

First we assume that γ is of type 1 and has a vertex v that is mapped to an edge and is
incident to leaves xi and xj . There is also a vertex w that is mapped to the origin. Assume

that C = (C, x1, ..., xn, π) ∈ M0,n(L, d) corresponds to type γ. This means, that with the
notation from Theorem 2.2.18 the normalisation of C has two irreducible components Cv

and Cw such that xi, xj are the only marked points of C on Cv. Furthermore πv is constant
and (Cw, Fw, πw) ∈ W∆w,L. By Corollary 3.2.12 C can be deformed into a curve in W ◦

∆,L.
Hence |W∆,L(γ)| = deg [W∆w,L] = H0,d(∆w). Furthermore, by Lemma 3.2.10 we see that
the vector vC ∈ M0,n that is assigned to C ∈W∆,L(γ) in Construction 3.1.4 equals vC = vij .
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The gluingweight ofM(γ) is by Example 1.6.2 and our choice of moduli data justH0,d(∆w).

Therefore the primitive integral generator of M(γ) times the weight is

rγ = H0,d(∆w)vij = |W∆,L(γ)|vC .

Now assume that γ is of type 2. Let the vertices of γ be called v, w1 and w2 where v is
mapped into an edge and wi to the origin for i = 1, 2. Denote the labels of the leaves
incident to wi by Ji and let d′i be the weight of the edge {v, wi}, for i = 1, 2. Let C =

(C, x1, ..., xn, π) ∈ M0,n(L, d) and let the notation be as in Theorem 2.2.18 again. Assume
that C corresponds to type γ, i.e. (Cwi , Fwi , πwi) ∈W∆wi

,L for i = 1, 2. Furthermore there is
only onemarked point ofC onCv and πv is constant. By Corollary 3.2.12 C can be deformed
into a curve inW ◦

∆,L. Hence |W∆,L(γ)| = H0,d1(∆w1)H0,d2(∆w2), where di =
1

m−1KLm
1
.∆wi

for i = 1, 2. We already know that the vector vC ∈ M0,n that is assigned to C ∈ W∆,L(γ) in
Construction 3.1.4 represents a tropical stable map of combinatorial type γ. From Lemma
3.2.11 we obtain vC = d′2vJ1 + d′1vJ2 .

The gluing weight of M(γ) is by Example 1.6.1 just gcd(d′1, d
′
2)H0,d1(∆w1)H0,d2(∆w2), so

the primitive integral generator ofM(γ) times the weight equals

rγ = H0,d1(∆w1 )H0,d2(∆w2)(d
′
2vJ1 + d′1vJ2) = |W∆,L(γ)|vC .

We conclude thatM0(L
m
1 ,∆) is equal toW∆,L and by Lemma 3.1.5 it is balanced. �

Corollary 3.2.15. Let the moduli data be as in Definition 3.2.8 and let X ⊂ Rk be a closed smooth
tropical curve. ThenM0(X ,∆) is a tropical variety of dimension

|∆| −KX .∆− 2.

PROOF. That M0(X ,∆) is a tropical variety follows from Theorem 3.2.14, Remark
3.2.13 and Theorem 1.5.21, the claim about the dimension follows from Lemma 1.5.18. �

Remark 3.2.16 (Recursively computing Hurwitz numbers). If dimW∆,L = 1we constructed
a fanW∆,L in Construction 3.1.4, case 1. We determined its weights in the proof of Theorem
3.2.14 and showed that it equalsM0(L

m
1 ,∆), hence it can be determined by combinatorics.

To say that W∆,L is balanced with these weights is a nice and organised way to state that
there are actually plenty of relations between different multi-point Hurwitz numbers. But
these relations are not very nice to write down explicitly.

For example, consider ∆ = (4e1, 2e2, e2, e2, 2e0, e0, e0) and let ∆1 := (e0, e1, e2), ∆2 :=
(2e0, 2e1, e2, e2), ∆3 = (3e0, 2e1, e1, 2e2, e2) and ∆4 := (4e0, 3e1, e1, 2e2, e2, e2). Then
applying the tropical forgetful map ft{1,2,3,5} to the sum of weighted primitive integral
generators of W∆,L, we obtain the following equalities:

3H0,1(∆1)H0,3(∆3)

=H0,4(∆4) +H0,1(∆1)H0,3(∆3)

=2H0,2(∆2)
2 +H0,1(∆1)H0,3(∆3).

It is easy to see that H0,1(∆1) = H0,2(∆2) = 1. Using the above equations we find
H0,3(∆3) = 1 andH0,4(∆4) = 2. We will now sketch why this sort of relations even suffices
to inductively compute all multi-point Hurwitz numbers from one initial value.

Fixm ≥ 2 and let∆1 = (e0, ..., em). The initial value that we need is then justH0,1(∆1) = 1.
Let d > 1 and assume by induction that allm-point Hurwitz numbers of degree less than d
have already been computed. Let ∆ = (δ1, ..., δn) be a degree of tropical curves in Lm

1 with
vdim(Lm

1 ,∆) = 0 and d = 1
m−1KLm

1
.∆. Assume without loss of generality that δ1 = ae0,

δ2 = be1, δ3 = ce2 and that a > 1, which is possible as d > 1 and vdim(Lm
1 ,∆) = 0. Choose

any partition a = a0 + a1 into positive integers and define δ′0 = a0e0, δ′1 = a1e0 and δ′i = δi
for i = 2, ..., n. Let ∆′ = (δ′0, ..., δ

′
n). Then vdim(Lm

1 ,∆
′) = 1 and hence dimW∆′,L = 1. We

obtain a tropical fan W∆′,L as above. We apply the tropical forgetful map ft{0,1,2,3} to the
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weighted sum R of the primitive integral vectors of the fanW∆′,L. Only one combinatorial
type of type 1 from Figure 4 will contribute something to ft{0,1,2,3}(R), namelyH0,d(∆)v01.
All other combinatorial types that contribute to ft{0,1,2,3}(R) need to be of type 2 from
Figure 4, by the choice of directions for the leaves x0, ..., x3. Therefore all Hurwitz numbers
that will occur in the coefficients of v02 and v03 in ft{0,1,2,3}(R) are of strictly smaller degree
and hence already known. As the coefficients of v01, v02 and v03 in ft{0,1,2,3}(R) are equal
by Lemma 3.1.5, this proves the claim.

3.3. Lines in smooth tropical surfaces, the tropical cubic

In this section we want to construct moduli spaces of tropical lines in a smooth tropical
surface X ⊂ R3. It turns out that that the dimension of such a moduli space will be 3 −
degX , so it is empty for degX > 3 and we obtain a finite number of lines counted with
multiplicities for degX = 3. Throughout this section letX ⊂ R3 be a closed smooth tropical
surface, unless specified otherwise, which is equipped with its unique coarsest polyhedral
structure. Furthermore we fix the moduli data from Conjecture 3.1.7.

Definition 3.3.1 (Tropical lines). A tropical line in Rm is an element in M0(R
m, 1m), where

1m = (e0, ..., em).

First we want to see which local combinatorial situations can occur. We want to use dec-
orations on the graph of the tropical line as in [Vig10] to describe the local combinatorial
situation. A bold dot indicates that the tropical line passes through a 0-dimensional cell of
X and a bold line indicates that the tropical line passes through a 1-dimensional cell of X .
If a vertex of the tropical line is mapped into a 1-dimensional cell of X , we want to consider
its vertex type modulo this 1-dimensional cell later on. Therefore, in the case of a bold line
decoration, we want to distinguish whether an edge of the tropical line is mapped into the
1-dimensional cell or not. There are two possibilities for a four-valent vertex mapping into
a 1-dimensional cell of X . All edges of the tropical line could be mapped into maximal cells
of X , which is the situation we mean by the second picture from the right. Alternatively,
one edge of the tropical line might be mapped into the 1-dimensional cell of X , which is
the situation we mean by the last picture on the right. There cannot be more edges of the
tropical line that are mapped into a 1-dimensional cell of X as there is exactly one (up to
scalar multiples) linear relation between the elements in 13. So all possible local situations
are those from the following picture.

Definition 3.3.2 (Degree of a surface). We denote the intersection product (as defined in
[AR10], Section 9) of tropical cycles in R3 by ·R3 . For a closed tropical surface X ⊂ R3 the
degree is defined as degX := deg

(
X ·R3

[
L3
1

])
, cf. Definition 9.12 of [AR10].

Let (Γ, x1, ..., x4, h) be a tropical line in X . By the tropical projection formula we have
KX .13 = degKX .h∗Γ and by Corollary 9.8 of [AR10] and by definition of the canonical
divisor we obtainKX .h∗Γ = X ·R3h∗Γ. We want to use the recession cycle δ(Z) of a tropical
varietyZ , which is defined in [AR08]. The recession cycle is basically what we obtain if we
shrink all bounded cells of Z to a point and translate this to the origin. By Theorem 12 of
[AR08] we obtain

(61) KX .13 = deg δ(X ·R3h∗Γ) = deg (δ(X ) ·R3 δ(h∗Γ)) = deg
(
X ·R3

[
L3
1

])
= degX .

This means that for every vertex v of the tropical line we have (KX .13)v ≤ degX . Now
we want to see which vertex types can actually occur for the six possible local situations
from above. By definition every admissible vertex type must satisfy val(v) ≥ (KX .13)v + 1
for the bold dot decorations and val(v) ≥ (KX .13)v + 2 for the bold line decorations. This
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(KX .13)v

1 0 (A) 1 (B) 0 (D) 2 (E) X 1 (I)
2 X 0 (C) X 1 (F) 0 (H) 0 (J)
3 X X X 0 (G) X X

FIGURE 5. Possible local situations and their resolution dimensions (we
will refer to these situations by the letters in brackets)

already shows that we must have (KX .13)v ≤ 3, as the valency is bounded by 4. Figure 5
lists all possible local situations, the impossible ones are marked with an "X". Most of them
can already be excluded by the previous valency considerations. Only the 4-valent type of
degree one above type H has to be excluded by a different argument: there is one maximal
cell of X into whose relative interior two edges of the tropical line are mapped. Therefore
(KX .13)v must be at least two.

Now we want to determine the different possible vertex types that can occur for tropical
lines in X and check that they are good in the sense of Definition 1.5.12. By Lemma 1.5.22
it suffices to check those vertex types of resolution dimension one.

TYPE B: For the 3-valent case of degree 1 with a bold dot, it is easy to see that the only
vertex type is (L3

2, (e0, e1, e2 + e3)). This is a good vertex type as seen in Example 1.6.3.

TYPE F: For a vertex type (L3
2,∆) of type F with degree ∆ = (δ1, δ2, δ3, δ4) the only linear

relation between the δj (up to scalar multiples) has to be
∑4

j=1 δj = 1, as this is the case for
13. Furthermore, no curve of degree∆ is allowed to have a bounded edge of weight bigger
than one, as we consider tropical lines. Using these two facts it is not difficult to figure out
that the only possibility for ∆ (up to isomorphisms) is δ1 = 2e0 + e1, δ2 = e1 + e3, δ3 = e2
and δ4 = e2 + e3.

x1

x2 x3

x4

α1 α2 α3

The picture above shows all combinatorial types of degree ∆ curves in L3
2. If we consider

M0(L
3
2,∆) in barycentric coordinates, the primitive generator of the ray M(α1) is v13 +

1
2 (e0 + e3), the one ofM(α2) is v12 + e1 +

1
2e0 and the one of M(α3) is v14 + e2 +

1
2e3. This

is balanced with weights 1, which are actually the gluing weights.



128 3. TROPICAL MODULI SPACES OF COVERS AND OF LINES IN SURFACES

TYPE I: By Lemma 1.5.23 this reduces to the case of L2
1, where all vertices are good by

Theorem 3.2.14. That the moduli data are the same follows from Lemma 3.2.7 and was
already mentioned in Definition 3.2.8.

Proposition 3.3.3. The moduli space of lines M0(X , 13) in X is a tropical variety of dimension
3− degX . In particular the moduli space consists of finitely many (weighted) points if degX = 3
and it is empty if degX > 3.

PROOF. ThatM0(X , 13) is a tropical variety follows from Theorem 1.5.21 since all pos-
sible vertex types are good, as seen above. The dimension can be calculated using Lemma
1.5.18 and (61):

dimM0(X , 13) = dimX +|13| − 3−KX .13 = 2 + 4− 3− degX .

�

Example 3.3.4. This example of lines in a tropical cubic surface was introduced to me by
Cristhian Garay. Consider a floor decomposed generic cubic surface where the three walls
(represented by a line, a conic and a cubic) have the following relative position to each
other (projected into the e3 direction):

P

The 0-dimensional cell P of X lies on the lowest floor, whose projection we obtain by eras-
ing the tropical line from the above picture. Such a cubic surface contains exactly 27 tropi-
cal lines which all count with multiplicity one, but in addition it contains a family of lines
which does not contain any of the 27 other tropical lines.

All tropical lines in this family have a vertex which is mapped to P , while the rest of the
tropical line is mapped into the relative interior of maximal cells of X . I.e. the lines are
decorated as in the picture below.

P

If the vertex that is mapped to P is three-valent, it has to be of resolution dimension −1.
Therefore the only admissible line in the family is the one where there is no bounded edge,
i.e. the line where a four-valent vertex is mapped to P . This vertex is then of resolution
dimension zero and we now want to determine its vertex type. The directions of the un-
bounded 1-dimensional cells of X are known, they are just e0, e1, e2 and e3. From this,
smoothness of X and the "map" of the lowest floor from above, we can determine the
(outgoing) direction vectors of the four 1-dimensional cells of X adjacent to P . They are
f1 = −e1+e3, f2 = e1−2e3, f3 = −e2−2e3 and f0 = e2+3e3. Applying the automorphism
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of R3 which maps fi 7→ ei for i = 0, ..., 3, we obtain that the vertex type we are looking
for is

(
L3
2,∆

)
with ∆ = (3e0 + 2e1, e1 + e2, e2 + e3, e2 + 2e3). Computations as in Remark

2.3.5 show that [W∆,H ]
vir

= 0 for a hyperplaneH ⊂ P3 which tropicalises to L3
2. Hence the

weight of this vertex type, which is also the weight of the tropical line, is zero. Therefore
our moduli space consists of exactly 27 lines as one would expect.

Conjecture 3.3.5. For every smooth cubic surface X we have degM0(X , 13) = 27.

3.4. Examples for computing weights deg [W∆,Y ]
vir

In this section we want to use the theory we developed up to now to determine the weights
of all vertex types in L3

2 withKL3
2
.∆ = 2. We already met some of them, e.g. the weights of

types D and E were computed in Example 2.3.6. The most interesting case is type C, where
we have dimW∆,H = 1 even though vdim(L3

2,∆) = 0, cf. Example 2.3.7. We can only
have negative weights when the dimension is bigger than the expected dimension and this
example shows that this actually happens.

A

∆ = (e3, 2e2 + e3, 2e0 + 2e1)

deg [W∆,H ]vir = 1
2

B

∆ = (2e3, 2e2, 2e0 + 2e1)

deg [W∆,H ]vir = 1
2

C

∆ = (2e3 + 2e2, e0 + e1, e0 + e1)

deg [W∆,H ]
vir

= − 1
2

D

∆ = (2e3, e1 + 2e2, 2e0 + e1)

deg [W∆,H ]
vir

= 1
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E

∆ = (e3 + 2e2, 2e0 + e1, e1 + e3)

deg [W∆,H ]
vir

= 1

F

∆ = (0, 2e2 + 2e3, 2e0 + 2e1)

deg [W∆,H ]
vir

= 0

The strategy of computing these weights is similar to Remark 3.2.16. We will take some
degree of tropical curves such that the virtual dimension is one, and some of the vertex
types from above occur in one dimensional combinatorial types. We then use results from
Section 3.1 to obtain relations between the numbers we are looking for and numbers that
we already know. A good approach is to consider tropical degrees in L4

3, as the vertex types
from above then occur as projections of resolutions which have only one vertex and hence
are particularly easy to understand.

Example 3.4.1 (Type A). Consider the degree ∆ = (2e0 + e1, e1 + e2, e2 + 2e3 + 2e4) of
tropical curves in L4

3 which has vdim(L4
3,∆) = 1. Let H ⊂ P4 denote a hyperplane which

tropicalises to L4
3 and let Di denote the coordinate hyperplanes of P4, for i = 0, ..., 4. First

we want to determine all non-trivial combinatorial types of degree ∆ curves in L4
3 of geo-

metric dimension one and we will see that their number is four. There are three obvious
ones γ2, γ3 and γ4, which are given by moving the trivial combinatorial type into direc-
tions e2, e3 and e4. But there is also one other resolution γ1 consisting of two vertices, a
two-valent one in the origin and a three-valent one in the relative interior of the cone σ012.
There are also resolutions of these combinatorial types, but one can check that the only
irreducible boundary divisors ofW∆,P4 areW∆,P4(γi) for i = 1, ..., 4.

Using barycentric coordinates to embed M0(L
4
3,∆) →֒ M0,3 ×R4 ∼= R4, we see that the

rays M(γi) have the primitive integral vectors vγ1 = 2e0 + 2e1 + e2, vγ2 = e2, vγ3 = e3 and
vγ4 = e4. By Lemma 3.1.6 we know that vγi

equals the vector that is associated toW∆,P4(γi)

in Construction 3.1.4. We abbreviate ωi := deg ctop(EH) ∩
[
W∆,P4(γi)

]
for i = 1, ..., 4. So

in the fan W∆,H from Construction 3.1.4, case 2, the primitive integral generator of M(γi)
times the weight is just ri := ωivγi

for i = 1, ..., 4.

Let ∆i be the projection of ∆ to R4/〈ei〉R and Hi := Di ∩ H . It is easy to see that for
i = 2, 3, 4 we haveW∆,P4(γi) ∼= W∆i,Di

and that the vector bundle EH from Construction
2.3.3 corresponds to EHi

under this isomorphism. Hence we obtain

(62) ωi = deg ctop(EH) ∩
[
W∆,P4(γi)

]
= deg ctop(EHi

) ∩ [W∆i,Di
] = deg [W∆i,Hi

]
vir

for the weights if i = 2, 3, 4. The pairs (L3
2,∆3) and (L3

2,∆4) are both of vertex type E,
which is already known to have weight one, i.e. ω3 = ω4 = 1. The tuple (L3

2,∆2) is the
vertex type A, whose weight we wish to determine.

We know by Lemma 3.1.5 that
∑

i ri = 0. Consider the image of this sum under the tropical

evaluation ev
Vσ12

2 at the leaf x2. We obtain

2ω1e0 + e3 + e4 ≡ 0 mod Vσ12

and hence ω1 = 1
2 . The tropical evaluation ev

Vσ01

1 now yields

1

2
e2 + ω2e2 + e3 + e4 ≡ 0 mod Vσ01
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and therefore ω2 = 1
2 .

Example 3.4.2 (Type B). Consider the degree∆ = (2e0 +2e1, 2e2 + e4, 2e3 + e4) of tropical
curves in L4

3. We have vdim(L4
3,∆) = 1. Let H ⊂ P4 denote a hyperplane which tropi-

calises to L4
3 and let Di denote the coordinate hyperplanes of P4, for i = 0, ..., 4. There are

six relevant combinatorial types of degree ∆ curves in L4
3. The combinatorial type γi for

i = 0, ..., 4 occurs if we move the trivial combinatorial type into direction ei. The combina-
torial type γ5 occurs if we move the trivial combinatorial type into direction e2 + e3 + e4. It
is not difficult to check that these are the only combinatorial types which contribute to the
fanW∆,H from Construction 3.1.4, case 2.

Let the primitive integral generator of M(γi) be vγi
for each i = 0, ..., 5. Furthermore,

let ωi := deg ctop(EH) ∩
[
W∆,P4(γi)

]
for i = 0, ..., 5. So in the fan W∆,H from Construction

3.1.4, case 2, the primitive integral generator ofM(γi) times the weight is just ri := ωivγi
for

i = 0, ..., 5. By Lemma 3.1.6 we know that ri = ωiei for i = 0, ..., 4 and r5 = ω5(e2+ e3+ e4).

Let Hi := Di ∩ H and let ∆i denote the image of ∆ in R4/〈ei〉R. It is easy to see that
W∆,P4(γi) ∼= W∆i,Di

holds for i = 0, ..., 4 and that the restriction of the vector bundle EH

corresponds to EHi
via this isomorphism. Hence ωi = deg [W∆i,Di

]
vir for i = 0, ..., 4 as in

(62).

Note that (L3
2,∆2) and (L3

2,∆3) are of vertex type A and hence ω2 = ω3 = 1
2 . Furthermore

(L3
2,∆0) and (L3

2,∆1) are of vertex type D, so ω0 = ω1 = 1. The weight we are looking for
is ω4, since (L3

2,∆4) is of vertex type B.

We know from Lemma 3.1.5 that
∑

i ri = 0. Tropical evaluation ev
Vσ01

1 yields

1

2
e2 +

1

2
e3 + ω4e4 ≡ 0 mod Vσ01 .

This implies ω4 = 1
2 . For later use, we also want to determine ω5. For this we evaluate with

ev
Vσ24
2 and obtain

e0 + e1 +
1

2
e3 + ω5e3 ≡ 0 mod Vσ24

and hence ω5 = 1
2 .

Example 3.4.3 (Type C). Recall Example 1.6.5, where ∆ = (e0 + e3, e0 + e3, 2e1, 2e2) was
a degree of tropical curves in L3

2 of vdim(L3
2,∆) = 1. In that example, we saw that (L3

2,∆)
is a good vertex type, with the weights chosen there. Now we want to see, that these
weights coincide with those from (57). It can be checked that M0(L

3
2,∆) and W∆,H from

Construction 3.1.4 case 2, have the same supports. Let the notation be as in Example 1.6.5.

Let H ⊂ P3 be a hyperplane which tropicalises to L3
2 and let Di for i = 0, ..., 3 denote the

coordinate hyperplanes of P3. LetEH be the vector bundle from Construction 2.3.3. Again,
we define the weights ωi := deg ctop(EH) ∩

[
W∆,P3(αi)

]
for i = 1, ..., 5. Let as in Example

1.6.5 ri be the primitive integral generator of M(αi), but only for i = 2, ..., 5. By Lemma
3.1.6 we obtain that r2 = v12 + e1 + e2, r3 = v12 + e0 + e3, r4 = e0 and r5 = e3 equal the
vectors that are associated toW∆,P3(αi) in Construction 3.1.4, for i = 2, ..., 5. Let r1 be the
vector associated toW∆,P3(α1). Then we must have

∑
i ωiri = 0 by Lemma 3.1.5.

Let ∆2 = (2e1 + 2e2, e0 + e3, e0 + e3) and ∆3 = (2e1, 2e2, 2e0 + 2e3). Then (L3
2,∆2) is of

type C and (L3
2,∆3) is of type B. We have thatW∆,P3(αi) ∼=W∆i,P3 for i = 2, 3, because the

stable maps in both stacks only differ by a collapsed component with three special points.
Therefore

ωi = deg ctop(EH) ∩
[
W∆,P3(αi)

]
= deg ctop(E

′
H) ∩

[
W∆i,P3

]
= deg [W∆i,H ]

vir

for i = 2, 3. Here E′
H denotes the vector bundle from Construction 2.3.3 onW∆i,P3 . Clearly

EH corresponds to E′
H under the isomorphism W∆,P3(αi) ∼= W∆i,P3 . So we want to deter-

mine ω2. We already know that ω3 = 1
2 from the previous example. We apply the tropical
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forgetful morphism ftI with I = [4] to
∑

i ωiri andwe obtain ω2v12+
1
2v12 = 0 and therefore

ω2 = − 1
2 .

Example 3.4.4 (Type F). As we saw this several times now, we only want to sketch the
computation. Consider the degree ∆ = (2e0 + 2e1, 2e2, 2e3 + 2e4) of tropical curves in
L4
3. We have vdim(L4

3,∆) = 1. Let H ⊂ P4 be a hyperplane which tropicalises to L4
3.

Consider M0(R
4,∆) equipped with barycentric coordinates. We find that the primitive

integral generators of the rays ofW∆,H are vi = ei for i = 0, ..., 4 and v5 = e2 + e3 + e4 and
v6 = e0+e1+e2. Each vi belongs to a combinatorial type αi of tropical degree∆ curves inL4

3

of geometric dimension one. As before let ωi := deg ctop(EH) ∩
[
W∆,P4(αi)

]
. The number

we are looking for is ω2. We know from Example 3.4.2 that ω0 = ω1 = ω3 = ω4 = 1
2 .

Furthermore, we have that W∆,P4(α5) and W∆,P4(α6) are isomorphic to W∆,P4(γ5) from
Example 3.4.2. The restrictions of the vector bundles EH correspond to each other via these
isomorphisms. So we conclude that also ω5 = ω6 = 1

2 . By Lemma 3.1.5 we know that

0 =

6∑

i=0

ωivi = e0 + e1 + (ω2 + 1)e2 + e3 + e4

and we conclude ω2 = 0.
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