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CHERN CLASSES OF TROPICAL VECTOR BUNDLES

LARS ALLERMANN

ABSTRACT. We introduce tropical vector bundles, morphisms and rational sections of these bundles and
define the pull-back of a tropical vector bundle and of a rational section along a morphism. Most of the
definitions presented here for tropical vector bundles willbe contained in [T09] for the case of line bundles.
Afterwards we use the bounded rational sections of a tropical vector bundle to define the Chern classes of
this bundle and prove some basic properties of Chern classes. Finally we give a complete classification of
all vector bundles on an elliptic curve up to isomorphisms.

1. TROPICAL VECTOR BUNDLES

In this section we will introduce our basic objects such as tropical vector bundles, morphisms of tropical
vector bundles and rational sections.

Definition 1.1 (Tropical matrices). A tropical matrix is an ordinary matrix with entries in the tropical
semi-ring

(T = R ∪ {−∞},⊕,⊙),

wherea⊕ b = max{a, b} anda⊙ b = a+ b. We denote byMat(m× n,T) the set of tropicalm× n

matrices. LetA ∈ Mat(m × n,T) andB ∈ Mat(n × p,T). We can form a tropical matrix product
A⊙B := (cij) ∈ Mat(m×p,T) wherecij =

⊕m
k=1 aik⊙bkj .Moreover, letG(r×s) ⊆ Mat(r×s,T)

be the subset of tropical matrices with at most one finite entry in every row. LetG(r) be the subset of
G(r × r) containing all tropical matrices with exactly one finite entry in every row and every column.

Remark1.2. Note that a matrixA ∈ G(r × s) does, in general, not induce a mapfA : Rs → Rr :
x 7→ A⊙ x as the vectorA ⊙ x may contain entries that are−∞. To obtain a mapfA : Rs → Rr

anyway we use the following definition: Letx ∈ Rs andA ⊙ x = (y1, . . . , yr) ∈ Tr with yi = −∞
for i ∈ I andyi ∈ R for i 6∈ I. Then we definefA(x) := (ỹ1, . . . , ỹr) ∈ Rr with ỹi := 0 for i ∈ I and
ỹi := yi for i 6∈ I.

Notation 1.3. For an elementσ of the symmetric groupSr we denote byAσ the tropical matrixAσ =
(aij) ∈ Mat(r × r,T) given by

aij :=

{
0, if j = σ(i)

−∞, else.

Moreover, fora1, . . . , ar ∈ R we denote byD(a1, . . . , ar) the tropical diagonal matrixD(a1, . . . , ar) =
(dij) ∈ Mat(r × r,T) given by

dij :=

{
ai, if i = j

−∞, else.

Note that every elementM ∈ G(r) can be written asM = Aσ ⊙D(a1, . . . , ar) for someσ ∈ Sr and
some numbersa1, . . . , ar ∈ R. Moreover,G(r) together with tropical matrix multiplication is a group
with neutral elementE := D(0, . . . , 0).

Lemma 1.4. G(r) is precisely the set of invertible tropical matrices, i.e.

G(r) = {A ∈ Mat(r × r,T)|∃A′ ∈ Mat(r × r,T) : A⊙A′ = A′ ⊙A = E}.
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2 LARS ALLERMANN

Proof. The inclusion

G(r) ⊆ {A ∈ Mat(r × r,T)|∃A′ ∈ Mat(r × r,T) : A⊙A′ = A′ ⊙A = E}

is obvious. Thus, letA,A′ ∈ Mat(r × r,T) be given such thatA ⊙ A′ = A′ ⊙ A = E. Assume that
A = (aij) contains more than one finite entry in a row or column. For simplicity of notation we assume
thata11, a12 6= −∞. AsA⊙A′ = E we can conclude that the first two rows ofA′ look as follows:

A′ =




α −∞ . . . −∞
β −∞ . . . −∞

*


 for someα, β ∈ R.

As moreoverA′ ⊙A = E holds, we can conclude from the second line ofA′ and the first column ofA
that

a11 + β = −∞,

which is a contradiction toa11, β ∈ R. �

We have all requirements now to state our main definition:

Definition 1.5 (Tropical vector bundles). Let X be a tropical cycle (cf. [AR07, definition 5.12]). A
tropical vector bundleoverX of rank r is a tropical cycleF together with a morphismπ : F → X

(cf. [AR07, definition 7.1]) and a finite open covering{U1, . . . , Us} of X as well as a homeomorphism

Φi : π−1(Ui)
∼=
→ Ui × Rr for everyi ∈ {1, . . . , s} such that

(a) for all i we obtain a commutative diagram

π−1(Ui)
Φi

//

π

%%K

K

K

K

K

K

K

K

K

K

K

Ui × Rr

p1

��

Ui

wherep1 : Ui × Rr → Ui is the projection to the first factor,
(b) for all i, j the compositionp(i)

j ◦ Φi : π−1(Ui) → R is a regular invertible function (cf. [AR07,

definition 6.1]), wherep(i)
j : Ui × Rr → R : (x, (a1, . . . , ar)) 7→ aj ,

(c) for everyi, j ∈ {1, . . . , s} there exists atransition mapMij : Ui ∩ Uj → G(r) such that

Φj ◦ Φ−1
i : (Ui ∩ Uj) × R

r → (Ui ∩ Uj) × R
r

is given by(x, a) 7→ (x,Mij(x) ⊙ a) and the entries ofMij are regular invertible functions on
Ui ∩ Uj or constantly−∞,

(d) there exist representativesF0 of F andX0 of X such thatF0 = {π−1(τ)|τ ∈ X0} and
ωF0

(π−1(τ)) = ωX0
(τ) for all maximal polyhedraτ ∈ X0.

An open setUi together with the mapΦi : π−1(Ui)
∼=
→ Ui × Rr is called alocal trivialization of F .

Tropical vector bundles of rank one are calledtropical line bundles.

Remark1.6. Let V1, . . . , Vt be any open covering ofX . Then the covering{Ui ∩ Vj} together with
the restricted homeomorphismsΦi|π−1(Ui∩Vj) and transition mapsMij |(Ui∩Vk)∩(Uj∩Vl) fulfills all re-
quirements of definition 1.5, too, and hence defines again a vector bundle. As the open covering, the
homeomorphisms and the transition maps are part of the data of definition 1.5 this new bundle is (ac-
cording to our definition) different from our initial one even though they are “the same” in some sense.
Hence, in the following we will identify vector bundles thatarise by such a construction one from the
other:



CHERN CLASSES OF TROPICAL VECTOR BUNDLES 3

Definition 1.7. Let π : F → X together with open coveringU1, . . . , Us, homeomorphismsΦi and
transition mapsMij andπ : F → X together with open coveringV1, . . . , Vt, homeomorphismsΨi

and transition mapsNij be two tropical vector bundles according to definition 1.5. We will identify
these vector bundles if the vector bundlesπ : F → X with open covering{Ui ∩ Vj} and restricted
homeomorphismsΦi|π−1(Ui∩Vj) respectivelyΨj|π−1(Ui∩Vj) and transition mapsMij |(Ui∩Vk)∩(Uj∩Vl)

respectivelyNkl|(Ui∩Vk)∩(Uj∩Vl) are equal.

Remark1.8. Letπ1 : F1 → X andπ2 : F2 → X be two vector bundles onX . By definition 1.7 we can
always assume thatF1 andF2 satisfy definition 1.5 with the same open covering.

Remark1.9. Let π : F → X be a vector bundle with open coveringU1, . . . , Us and transition maps
Mij as in definition 1.5. On the common intersectionUi ∩ Uj ∩ Uk we obviously haveMij(x) =
Mkj(x) ⊙Mik(x). This last equation is calledcocycle condition. Conversely, given an open covering
U1, . . . , Us ofX and mapsMij : Ui ∩Uj → G(r) such that the entries ofMij(x) are regular invertible
functions onUi∩Uj or constantly−∞ and the cocycle conditionMij(x) = Mkj(x)⊙Mik(x) holds on
Ui ∩Uj ∩Uk, we can construct a vector bundleπ : F → X with this given open covering and transition
functionsMij : Take the disjoint union

∐s
i=1(Ui × Rr) and identify points(x, y) ∼ (x,Mij(x) ⊙ a)

to obtain the topological space|F |. We have to equip this space with the structure of a tropical cycle.
As this construction is exactly the same as for tropical linebundles, we only sketch it here and refer
to [T09] for more details. Let(((X0, |X0|, {ϕσ}), ωX0

), {Φσ}) be a representative ofX . We define
F0 := {π−1(σ)|σ ∈ X0} andωF0

(π−1(σ)) := ωX0
(σ) for all maximal polyhedraσ ∈ X0. Our next

step is to construct the polyhedral chartsϕ̃π−1(σ) for F0: Let σ ∈ X0 be given and letUi1 , . . . , Uit
be

all open sets with non-empty intersection withσ. Moreover, let{Vi|i ∈ I} be the set of all connected
components of allσ∩Uik

. Every such setVi comes from a setUj(i) of the given open covering. Hence,
for every pairk, l ∈ I we have a restricted transition mapNkl := Mj(k),j(l)|Vk∩Vl

. This implies that
for all k, l ∈ I the entries ofNkl ◦ Φ−1

σ are (globally) integer affine linear functions onVk ∩ Vl. As σ
is simply connected, for every such entryh ∈ O∗(Vk ∩ Vl) of Nkl there exists a unique continuation
h̃ ∈ O∗(σ). Hence we can extend all transition mapsNkl : Vk ∩ Vl → G(r) to mapsN ′

kl : σ → G(r).
Now we choose for everyi ∈ I a pointPi ∈ Vi and for all pairsk, l ∈ I a pathγkl : [0, 1] → σ fromPk

to Pl. Let k, l ∈ I be given. As the image ofγkl is compact there exists a finite coveringVµ1
, . . . , Vµc

of γkl([0, 1]). Forx ∈ Vl we set

S(γkl)(x) := (N ′
µ1,µ2

(x))−1 ⊙ · · · ⊙ (N ′
µc−1,µc

(x))−1 ∈ G(r).

Now fix somek0 ∈ I. For all l ∈ I we define maps

ϕ̃
(l)
π−1(σ) : Vl × Rr ∼= π−1(Vl) → Rnσ+r : (x, a) 7→ (ϕσ(x), S(γk0l)(x) ⊙ a).

These maps agree on overlaps and hence glue together to an embedding

ϕ̃π−1(σ) : π−1(σ) → Rnσ+r.

In the same way we can construct the fan chartsΦ̃π−1(σ). Then we defineF to be the equivalence class

F :=
[
(((F0, |F0|, {ϕ̃π−1(σ)}), ωF0

), {Φ̃π−1(σ)})
]
.

Example 1.10.Throughout the chapter, the curveX := X2 from [AR07, example 5.5] will serve us as
a central example. Recall thatX arises by gluing open fans as drawn in the figure:

X
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Moreover, recall from [AR07, definition 5.4] that the transition functions between these open fans com-
posingX are integer affine linear. This implies that the curveX has a well-defined lattice lengthL. We
can coverX by open setsU1, U2, U3 as drawn in the following figure:

=

X

U1

U3

U2

The easiest way to construct a (non-trivial) vector bundle of rankr onX is fixing a (non-trivial) transi-
tion mapM12 : U1 ∩ U2 → G(r) and definingM23 : U2 ∩ U3 → G(r), M31 : U3 ∩ U1 → G(r) to be
the trivial mapsx 7→ E for all x. We will see later that in fact every vector bundle of rankr onX arises
in this way.

Knowing what tropical vector bundles are, there are a few notions related to this definition we want to
introduce now:

Definition 1.11 (Direct sums of vector bundles). Let π1 : F1 → X andπ2 : F2 → X be two vector
bundles of rankr andr′, respectively, with a common open coveringU1, . . . , Us and transition maps
M

(1)
ij andM (2)

ij , respectively, satisfying definition 1.5 (see remark 1.8).We define thedirect sum bundle
π : F1 ⊕ F2 → X to be the vector bundle of rankr + r′ we obtain from the gluing data

• U1, . . . , Us

• M
(1)
ij ×M

(2)
ij : Ui ∩ Uj → G(r + r′) : x 7→

(
M

(1)
ij (x) −∞

−∞ M
(2)
ij (x)

)
.

Definition 1.12 (Subbundles). Let π : F → X be a vector bundle with open coveringU1, . . . , Us and
homeomorphismsΦi according to definition 1.5. A subcycleE ∈ Zl(F ) is called a subbundle of rank
r′ of F if π|E : E → X is a vector bundle of rankr′ such that we have for alli = 1, . . . , s:

Φi|(π|E)−1(Ui) : (π|E)−1(Ui)
∼=
→ Ui × 〈ej1 , . . . , ejr′

〉R

for some1 ≤ j1 < . . . < jr′ ≤ r, where theej are the standard basis vectors inRr.

Remark1.13. If π : F → X is a vector bundle of rankr with subbundleE of rankr′ like in definition
1.12 this implies that there exists another subbundleE′ of rankr − r′ with

Φi|(π|E′ )−1(Ui) : (π|E′)−1(Ui)
∼=
→ Ui × 〈ej |j 6∈ {j1, . . . , jr′}〉R

and hence thatF = E ⊕ E′ holds.

Definition 1.14 (Decomposable bundles). Let π : F → X be a vector bundle of rankr. We say thatF
is decomposableif there exists a subbundleπ|E : E → X of F of rank1 ≤ r′ < r. Otherwise we call
F an indecomposable vector bundle.

As announced in the very beginning of this section we also want to talk about morphisms and, in
particular, isomorphisms of tropical vector bundles:

Definition 1.15(Morphisms of vector bundles). A morphism of vector bundlesπ1 : F1 → X of rankr
andπ2 : F2 → X of rankr′ is a morphismΨ : F1 → F2 of tropical cycles such that

(a) π1 = π2 ◦ Ψ and
(b) there exist an open coveringU1, . . . , Us according to definition 1.5 for bothF1 andF2 (see

remark 1.8) and mapsAi : Ui → G(r′ × r) for all i such that

ΦF2

i ◦ Ψ ◦ (ΦF1

i )−1 : Ui × Rr → Ui × Rr′

is given by(x, a) 7→ (x, fAi(x)(a)) (cf. 1.2) and the entries ofAi are regular invertible functions
onUi or constantly−∞.
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An isomorphism of tropical vector bundles is a morphism of vector bundlesΨ : F1 → F2 such that
there exists a morphism of vector bundlesΨ′ : F2 → F1 with Ψ′ ◦ Ψ = id = Ψ ◦ Ψ′.

Lemma 1.16. Letπ1 : F1 → X andπ2 : F2 → X be two vector bundles of rankr overX . Then the
following are equivalent:

(a) There exists an isomorphism of vector bundlesΨ : F1 → F2.
(b) There exist a common open coveringU1, . . . , Us of X and transition mapsM (1)

ij for F1 and

M
(2)
ij for F2 satisfying definition 1.5 (cf. remark 1.8) and mapsEi : Ui → G(r) for i = 1, . . . , s

such that
• the entries ofEi are regular invertible functions onUi or constantly−∞ and
• for all i, j holdsEj(x) ⊙M

(1)
ij (x) = M

(2)
ij (x) ⊙ Ei(x) for all x ∈ Ui ∩ Uj .

Proof. (a) ⇒ (b): We claim that the mapsAi : Ui → G(r × r) of definition 1.15 are the wanted maps
Ei. As Ψ is an isomorphism we can conclude thatAi(x) is an invertible matrix for allx ∈ Ui, i.e. that

Ai : Ui → G(r). Hence it remains to check thatAj(x) ⊙M
(1)
ij (x) = M

(2)
ij (x) ⊙ Ai(x) holds for all

x ∈ Ui ∩ Uj : Let i, j be given. AsΨ : F1 → F2 is an isomorphism, the diagram

(Ui ∩ Uj) × Rr
Φ

F2
i ◦Ψ◦(Φ

F1
i )−1

//

Φ
F1
j ◦(Φ

F1
i )−1

��

(Ui ∩ Uj) × Rr

Φ
F2
j ◦(Φ

F2
i )−1

��

(Ui ∩ Uj) × Rr

Φ
F2
j ◦Ψ◦(Φ

F1
j )−1

// (Ui ∩ Uj) × Rr

commutes. HenceAj(x) ⊙M
(1)
ij (x) = M

(2)
ij (x) ⊙Ai(x) holds.

(b) ⇒ (a): Conversely, let the mapsEi : Ui → G(r) be given. The equation

Ej(x) ⊙M
(1)
ij (x) = M

(2)
ij (x) ⊙ Ei(x)

for all x ∈ Ui ∩ Uj ensures that the maps

Ui × R
r → Ui × R

r : (x, a) 7→ (x,Ei(x) ⊙ a)

on the local trivializations can be glued to a globally defined mapΨ : |F1| → |F2|. Moreover, this map

is a morphism asπ1, π2 are morphisms and the mapsp(i)
j ◦ ΦF1

i , p(i)
j ◦ ΦF2

i and the finite entries ofEi

are regular invertible functions (cf. definition 1.5). The equationEj(x)⊙M
(1)
ij (x) = M

(2)
ij (x)⊙Ei(x)

implies that

E−1
j (x) ⊙M

(2)
ij (x) = M

(1)
ij (x) ⊙ E−1

i (x)

holds for allx ∈ Ui ∩ Uj, whereE−1
k (x) := (Ek(x))−1 for all x ∈ Uk. As the finite entries of

E−1
k : Uk → G(r) are again regular invertible functions we can also glue the maps

Ui × Rr → Ui × Rr : (x, a) 7→ (x,E−1
i (x) ⊙ a)

on the local trivializations to obtain the inverse morphismΨ′ : |F2| → |F1|, which proves thatΨ is an
isomorphism. �

The morphisms we have just introduced admit another important operation, namely the pull-back of a
vector bundle:

Definition 1.17 (Pull-back of vector bundles). Let π : F → X be a vector bundle of rankr with open
coveringU1, . . . , Us and transition mapsMij as in definition 1.5, and letf : Y → X be a morphism
of tropical cycles. Then thepull-back bundleπ′ : f∗F → Y is the vector bundle we obtain by gluing
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the patchesf−1(U1)× Rr, . . . , f−1(Us) ×Rr along the transition mapsMij ◦ f . Hence we obtain the
commutative diagram

f∗F
f ′

//___

π′

��
�

�

�

F

π

��

Y
f

// X

wheref ′ andπ′ are locally given byf ′ : f−1(Ui) × Rr → Ui × Rr : (y, a) 7→ (f(y), a) and
π′ : f−1(Ui) × Rr → f−1(Ui) : (y, a) 7→ y.

To be able to define Chern classes in the second section we needthe notion of a rational section of a
vector bundle:

Definition 1.18 (Rational sections of vector bundles). Let π : F → X be a vector bundle of rankr. A
rational sections : X → F of F is a continuous maps : |X | → |F | such that

(a) π(s(x)) = x for all x ∈ |X | and
(b) there exist an open coveringU1, . . . , Us and homeomorphismsΦi satisfying definition 1.5 (cf.

definition 1.7) such that the mapsp(i)
j ◦Φi ◦ s : Ui → R are rational functions onUi for all i, j,

wherep(i)
j : Ui × Rr → R is given by(x, (a1, . . . , ar)) 7→ aj . A rational sections : X → F is called

boundedif the above mapsp(i)
j ◦ Φi ◦ s are bounded for alli, j.

Remark1.19. Letπ : L→ X be a line bundle ands : X → L a rational section. By definition, the map
p(i)◦Φi◦s is a rational function onUi for all i. Moreover, onUi∩Uj the mapsp(i)◦Φi◦s andp(j)◦Φj◦s
differ by a regular invertible function only. Hences defines a Cartier divisorD(s) ∈ Div(X).

There is a useful statement on these Cartier divisorsD(s) in [T09] that we want to cite here including
its proof:

Lemma 1.20. Let π : L → X be a line bundle and lets1, s2 : X → L be two bounded rational
sections. ThenD(s1) − D(s2) = h for some bounded rational functionh ∈ K∗(X), i.e. D(s1) and
D(s2) are rationally equivalent.

Proof. Let U1, . . . , Us be an open covering ofX with transition mapsMij and homeomorphismsΦi

according to definition 1.5 such that for alli both s(i)1 := p(i) ◦ Φi ◦ s1 ands(i)2 := p(i) ◦ Φi ◦ s2

are rational functions onUi (cf. definition 1.18). We definehi := s
(i)
1 − s

(i)
2 ∈ K∗(Ui). As we have

s
(i)
1 − s

(j)
1 = s

(i)
2 − s

(j)
2 = Mij ∈ O∗(Ui ∩ Uj) for all i, j these mapshi glue together toh ∈ K∗(X).

Hence we have

D(s1) −D(s2) = [{(Ui, s
(i)
1 )}] − [{(Ui, s

(i)
2 )}]

= [{(Ui, s
(i)
1 − s

(i)
2 )}]

= [{(Ui, hi)}]
= [{(|X |, h)}].

�

Remark1.21. Lemma 1.20 implies that we can associate to any line bundleL admitting a bounded
rational sections a Cartier divisor classD(F ) := [D(s)] that only depends on the bundleL and not on
the choice of the rational sections.

Combining both the notion of a morphism of vector bundles andthe notion of a rational section we can
define the following:
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Definition 1.22 (Pull-back of rational sections). Let π : F → X be a vector bundle of rankr and
f : Y → X a morphism of tropical varieties. Moreover, lets : X → F be a rational section ofF with
open coveringU1, . . . , Us and homeomorphismsΦ1, . . . ,Φs as in definition 1.18. Then we can define
a rational sectionf∗s : Y → f∗F of f∗F , thepull-back sectionof s, as follows: Onf−1(Ui) we
define

f∗s : f−1(Ui) → f−1(Ui) × R
r : y 7→ (y, (pi ◦ Φi ◦ s ◦ f)(y)),

wherepi : Ui × Rr → Rr is the projection on the second factor. Note that fory ∈ f−1(Ui) ∩ f
−1(Uj)

the points(y, (pi ◦ Φi ◦ s ◦ f)(y)) and(y, (pj ◦ Φj ◦ s ◦ f)(y)) are identified inf∗F if and only if
(f(y), (pi ◦ Φi ◦ s ◦ f)(y)) and(f(y), (pj ◦ Φj ◦ s ◦ f)(y)) are identified inF . But this is the case as
(f(y), (pi ◦ Φi ◦ s ◦ f)(y)) = (Φi ◦ s)(f(y)) ∼ (Φj ◦ s)(f(y)) = (f(y), (pj ◦ Φj ◦ s ◦ f)(y)). Hence
we can glue our locally defined mapf∗s to obtain a mapf∗s : Y → f∗F .

We finish this section with the following statement on vectorbundles on simply connected tropical
cycles which will be of use for us later on:

Theorem 1.23. Let π : F → X be a vector bundle of rankr on the simply connected tropical cycle
X . ThenF is a direct sum of line bundles, i.e. there exist line bundlesL1, . . . , Lr onX such that
F = L1 ⊕ . . .⊕ Lr.

Proof. We show that every vector bundle of rankr ≥ 2 onX is decomposable. LetU1, . . . , Us be an
open covering ofX and let

Mij(x) = D(ϕ
(1)
i,j , . . . , ϕ

(r)
i,j )(x) ⊙Aσij

(x) =: Dij(x) ⊙Aσij
(x), x ∈ Ui ∩ Uj

with ϕ
(1)
i,j , . . . , ϕ

(r)
i,j ∈ O∗(Ui ∩ Uj) andσij(x) ∈ Sr be transition functions according to definition

1.5. We only have to show that it is possible to track the first coordinate of theRr-factor inU1 × Rr

consistently along the transition maps: Letγ : [0, 1] → |X | be a closed path starting and ending in
P ∈ U1. Decomposingγ into several paths if necessary, we may assume thatγ has no self-intersections,
i.e. thatγ|[0,1) is injective. Asγ([0, 1]) is compact we can choose an open coveringV1, . . . , Vt of
γ([0, 1]) such that for allj we haveVj ⊆ Ui for some indexi = i(j), P ∈ V1 = Vt ⊆ U1, all setsVj

and all intersectionsVj∩Vj+1 are connected and all intersectionsVj∩Vj′ for non-consecutive indices are
empty. For setsVj andVj′ with non-empty intersection we have restricted transitionmapsM̃Vj ,Vj′

(x) =

D̃Vj ,Vj′
(x) ⊙ AσVj ,V

j′
induced by the transition maps betweenUi(j) ⊇ Vj andUi(j′) ⊇ Vj′ . Note that

the permutation partsAσVj ,V
j′

of the transition maps do not depend onx as all intersectionsVj ∩Vj′ are

connected and the permutations have to be locally constant.We defineIγ := σVt−1,Vt
◦ . . . ◦ σV1,V2

(1).
We have to check thatIγ = 1 holds. First we show thatIγ does not depend on the choice of the
coveringV1, . . . , Vt. Hence, letV ′

1 , . . . , V
′
t′ be another covering as above. We may assume that all

intersectionsVj ∩ V ′
j′ are connected, too. Between any two setsA,B ∈ {V1, . . . , Vt, V

′
1 , . . . , V

′
t′}

with non-empty intersection we have restricted transitionmapsM̃A,B(x) = D̃A,B(x) ⊙ AσA,B
as

above. Moreover, let0 = α0 < α1 < . . . < αp = 1 be a decomposition of[0, 1] such that for
all i we haveγ([αi, αi+1]) ⊆ Vj ∩ V ′

j′ for some indicesj, j′. Let i0 be the maximal index such that
γ([αi0 , αi0+1]) ⊆ Va ∩ V ′

b and

σVa−1,Va
◦ . . . ◦ σV1,V2

= σV ′

b
,Va

◦ σV ′

b−1
,V ′

b
◦ . . . ◦ σV ′

1
,V ′

2

is still fulfilled. Assume thati0 < p − 1. Let γ([αi0+1, αi0+2]) ⊆ Va′ ∩ V ′
b′ . Henceγ(αi0+1) ∈

Va ∩ V ′
b ∩ Va′ ∩ V ′

b′ and we can conclude using the cocycle condition:

σVa,Va′
◦ σVa−1,Va

◦ . . . ◦ σV1,V2
= σVa,Va′

◦ σV ′

b
,Va

◦ σV ′

b−1
,V ′

b
◦ . . . ◦ σV ′

1
,V ′

2

= σVa,Va′
◦ σV ′

b′
,Va

◦ σV ′

b
,V ′

b′
◦ σV ′

b−1
,V ′

b
◦ . . . ◦ σV ′

1
,V ′

2

= σV ′

b′
,Va′

◦ σV ′

b
,V ′

b′
◦ σV ′

b−1
,V ′

b
◦ . . . ◦ σV ′

1
,V ′

2
,

a contradiction to our assumption. Hencei0 = p− 1 and we can conclude thatIγ is independent of the
chosen covering.
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If γ andγ′ are paths that pass through exactly the same open setsUi in the same order, then we can
conclude thatIγ = Iγ′ holds as exactly the same transition functions are involved. Hence, a continuous
deformation ofγ does not changeIγ . As X is simply connected we can contractγ to a point. This
impliesIγ = Iγ0

, whereγ0 is the constant pathγ0(t) = P for all t. ThusIγ = Iγ0
= 1. This proves

the claim. �

There is a related theorem in [T09] which we want to state here. As we will not need the result in this
work, we will omit the proof and refer to [T09] instead.

Theorem 1.24. Letπ : L → X be a line bundle on the simply connected tropical cycleX . ThenL is
trivial, i.e. L ∼= X × R as a vector bundle.

Combing both theorem 1.23 and theorem 1.24 we can conclude the following:

Corollary 1.25. Letπ : F → X be a vector bundle of rankr on the simply connected tropical cycleX .
ThenF is trivial, i.e. F ∼= X × Rr as a vector bundle.

2. CHERN CLASSES

In this section we will introduce Chern classes of tropical vector bundles and prove basic properties. To
be able to do this we need some preparation:

Definition 2.1. Let π : F → X be a vector bundle of rankr and lets : X → F be a rational section
with open coveringU1, . . . , Us as in definition 1.18. We fix a natural number1 ≤ k ≤ r and a subcycle
Y ∈ Zl(X). By definition,sij := p

(i)
j ◦ Φi ◦ s : Ui → R is a rational function onUi for all i, j. Hence,

for all i we can take local intersection products

(s(k) · Y ) ∩ Ui :=
∑

1≤j1<...<jk≤r

sij1 · · · sijk
· (Y ∩ Ui).

Sincesi′j = siσ(j)+ϕj onUi∩Ui′ for someσ ∈ Sr and some regular invertible mapϕj ∈ O∗(Ui∩Ui′),
the intersection products(s(k) · Y )∩Ui and(s(k) · Y )∩Ui′ coincide onUi ∩Ui′ and we can glue them
to obtain a global intersection cycles(k) · Y ∈ Zl−k(X).

Lemma 2.2. Let π : F → X be a vector bundle of rankr, fix k ∈ {1, . . . , r} and lets : X → F

be a rational section. Moreover, letY ∈ Zl(X) be a cycle and letϕ ∈ K∗(Y ) be a bounded rational
function onY . Then the following equation holds:

s(k) · (ϕ · Y ) = ϕ · (s(k) · Y ).

Proof. The claim follows immediately from the definition of the products(k) · Y . �

Lemma 2.3. Let π : F → X andπ′ : F ′ → X be two isomorphic vector bundles of rankr with
isomorphismf : F → F ′. Moreover, fixk ∈ {1, . . . , r}, let s : X → F be a rational section and let
Y ∈ Zl(X) be a cycle. Then the following equation holds:

s(k) · Y = (f ◦ s)(k) · Y ∈ Zl−k(X).

Proof. Let U1, . . . , Us be an open covering ofX satisfying definition 1.5 for bothF andF ′ and let
sij := p

(i)
j ◦ Φi ◦ s : Ui → R and(f ◦ s)ij := p

(i)
j ◦ Φi ◦ f ◦ s : Ui → R as in definition 2.1. By

lemma 1.16 the isomorphismf can be described onUi ×Rr by (x, a) 7→ (x,Ei(x)⊙ a) with Ei(x) =
D(ϕ1, . . . , ϕr) ⊙ Aσ for some regular invertible functionsϕ1, . . . , ϕr ∈ O∗(Ui) and a permutation
σ ∈ Sr. Hence(f ◦ s)ij = siσ(j) + ϕj onUi and thus

∑

1≤j1<...<jk≤r

sij1 · · · sijk
· (Y ∩ Ui) =

∑

1≤j1<...<jk≤r

(f ◦ s)ij1 · · · (f ◦ s)ijk
· (Y ∩ Ui),

which proves the claim. �
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To be able to prove the next theorem, which will be essential for defining Chern classes, we first need
some generalizations of our previous definitions:

Definition 2.4 (Infinite tropical cycle). We define aninfinite tropical polyhedral complexto be a tropical
polyhedral complex according to definition [AR07, definition 5.4] but we do not require the set of
polyhedraX to be finite. In particular, all open fansFσ have still to be open tropical fans according to
[AR07, definition 5.3]. Then aninfinite tropical cycleis an infinite tropical polyhedral complex modulo
refinements analogous to [AR07, definition 5.12].

Definition 2.5 (Infinite rational functions and infinite Cartier divisors). Let C be an infinite
tropical cycle and letU be an open set in|C|. As in [AR07, definition 6.1] aninfinite rational
function on U is a continuous functionϕ : U → R such that there exists a representative
(((X, |X |, {mσ}σ∈X), ωX), {Mσ}σ∈X) of C, which may now be an infinite tropical polyhedral com-
plex, such that for each faceσ ∈ X the mapϕ ◦m−1

σ is locally integer affine linear (where defined).
Analogously it is possible to defineinfinite regular invertible functionsonU .
A representative of an infinite Cartier divisoronC is then a set{(Ui, ϕi)| i ∈ I}, where{Ui} is an
open covering of|C| andϕi is an infinite rational function onUi. An infinite Cartier divisoron C
is then a representative of an infinite Cartier divisor modulo the equivalence relation given in [AR07,
definition 6.1].

Remark2.6. Using these basic definitions it is possible to generalize many other concepts to the infinite
case. In particular, as our infinite objects are locally finite, it is possible to perform intersection theory
as before.

Definition 2.7 (Tropical vector bundles on infinite cycles). LetX be an infinite tropical cycle. Atropical
vector bundleoverX of rankr is an infinite tropical cycleF together with a morphismπ : F → X

such that properties (a)–(d) given in definition 1.5 are fulfilled with the difference that the open covering
{Ui} of X may now be infinite.

Now we are ready to prove the announced theorem:

Theorem 2.8. Letπ : F → X be a vector bundle of rankr ands1, s2 : X → F two bounded rational
sections. Thens(k)

1 · Y ands(k)
2 · Y are rationally equivalent, i.e.

[s
(k)
1 · Y ] = [s

(k)
2 · Y ] ∈ A∗(X)

holds for all subcyclesY ∈ Zl(X).

Proof. Let p : |X̃ | → |X | be the universal covering space of|X |. We can locally equip|X̃| with
the tropical structure inherited formX and obtain an infinite tropical cyclẽX according to definition
2.4. Moreover, pulling backF alongp, we obtain a tropical vector bundlep∗F on X̃ according to
definition 2.7. AsX̃ is simply connected we can conclude by lemma 1.23 thatp∗F = L1 ⊕ . . . ⊕ Lr

for some infinite tropical line bundlesL1, . . . , Lr on X̃. Hence, the bounded rational sectionsp∗s1 and
p∗s2 correspond tor infinite tropical Cartier divisors as in definition 2.5 each,which we will denote by
ϕ1, . . . , ϕr andψ1, . . . , ψr, respectively. By lemma 1.20 we can conclude that for alli these Cartier
divisors differ by bounded infinite rational functions only, i.e. ϕi − ψi = hi for some bounded infinite
rational functionhi on X̃. In particular,


 ∑

1≤j1<...<jk≤r

ϕj1 · · ·ϕjk
−

∑

1≤j1<...<jk≤r

ψj1 · · ·ψjk


 · X̃ = h̃ · ξ̃2 · · · ξ̃k · X̃

with a bounded infinite rational functioñh and infinite Cartier divisors̃ξi. Then we can define a rational
functionh, which is then also bounded, and Cartier divisorsξi onX as follows: LetU ⊆ |X | and
Ũ ⊆ |X̃| be open subsets such thatp|eU

: Ũ → U is bijective with inverse mapp′ : U → Ũ . Then we
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locally defineh|U := (p′)
∗
h̃|eU

andξi|U := (p′)
∗
ξ̃i|eU

. Note thath andξi are well-defined as the Cartier

divisorsϕi andψi, respectively, are the same on every possible setŨ
∼=
→ U . As we locally have

(s
(k)
1 · Y ) ∩ U = p∗


 ∑

1≤j1<...<jk≤r

ϕj1 · · ·ϕjk
· (p′)∗(Y ∩ U)




and

(s
(k)
2 · Y ) ∩ U = p∗


 ∑

1≤j1<...<jk≤r

ψj1 · · ·ψjk
· (p′)∗(Y ∩ U)




we can conclude that
(s

(k)
1 − s

(k)
2 ) · Y = h · ξ2 · · · ξk · Y,

which proves the claim. �

Now we are ready to give a definition of Chern classes:

Definition 2.9 (Chern classes). Letπ : F → X be a vector bundle of rankr admitting bounded rational
sections. Fork ∈ {1, . . . , r} we define thek-th Chern class ofF to be the endomorphism

ck(F ) : A∗(X) → A∗(X) : [Y ] 7→ [s(k) · Y ],

whereA∗(X) =
⊕

i Ai(X) ands : X → F is any bounded rational section. Note that the mapck(F )
is well-defined by lemma 2.2 and independent of the choice of the rational sections by theorem 2.8.
Moreover, we definec0(F ) : A∗(X) → A∗(X) to be the identity map andck(F ) : A∗(X) → A∗(X)
to be the zero map for allk 6∈ {0, . . . , r}. To stress the character of an intersection product ofck(F ) we
usually writeck(F ) · Y instead ofck(F )(Y ) for Y ∈ A∗(X).

Remark2.10. Note that lemma 2.3 implies that isomorphic vector bundles have the same Chern classes.

As announced in the beginning we finish this section with proving some basic properties of Chern
classes:

Theorem 2.11(Properties of Chern classes). Let π : F → X andπ′ : F ′ → X be vector bundles
of rank r and r′, respectively, admitting bounded rational sections. Moreover, letf : X̃ → X be a
morphism of tropical cycles. Then the following holds:

(a) ci(F ) = 0 for all i 6∈ {0, . . . , rank(F )},
(b) ci(F ) · (cj(F

′) · Y ) = cj(F
′) · (ci(F ) · Y ) for all Y ∈ A∗(X),

(c) f∗(ci(f∗F ) · Y ) = ci(F ) · f∗(Y ) for all Y ∈ A∗(X̃),
(d) ci(f∗F ) · f∗(Y ) = f∗(ci(F ) · Y ) for all Y ∈ A∗(X) if X andX̃ are smooth varieties,
(e) ck(F ⊕ F ′) =

∑
i+j=k ci(F ) · cj(F

′)

(f) c1(F ) · Y = D(F ) · Y for all Y ∈ A∗(X) if r = rank(F ) = 1, whereD(F ) is the Cartier
divisor class associated toF .

Proof. Properties (a) and (e) follow immediately from definition 2.9, property (b) follows from the fact
that the intersection product is commutative and property (f) follows from remark 1.21.
(c): The projection formula implies

f∗(ci(f
∗F ) · Y ) = f∗([(f

∗s)(i) · Y ]) = [s(i) · f∗Y ] = ci(F ) · f∗Y,

wheres is any bounded rational section ofF .
(d): Applying [A09, theorem 3.2 (c) and (f)] we obtain

ci(f
∗F ) · f∗Y = [(f∗s)(i) · f∗Y ] = [f∗(s(i) · Y )] = f∗[s(i) · Y ] = f∗(ci(F ) · Y ),

wheres is again any bounded rational section ofF . �



CHERN CLASSES OF TROPICAL VECTOR BUNDLES 11

Remark2.12. In “classical” algebraic geometry even the following, generalized version of property
(e) is true: Let0 → F ′ → F → F ′′ → 0 be an exact sequence of vector bundles, thenck(F ) =∑

i+j=k ci(F
′) · cj(F

′′). In the tropical world it is not entirely clear what an exact sequence of tropical
vector bundles should be. Nevertheless, in some sense the “classical” statement is true in tropical
geometry as well: Letπ1 : F1 → X andπ2 : F2 → X be tropical vector bundles of rankr1 and
r2, respectively, and letU1, . . . , Us be an open covering ofX such that all requirements of definition
1.5 are fulfilled forF1 andF2 simultaneously. Moreover, letf : F1 → F2 be an injective morphism of
tropical vector bundles such that(ΦF2

i ◦ f ◦ (ΦF1

i )−1)(Ui × Rr1) = Ui × 〈ei1 , . . . , eir1
〉R for all i, i.e.

such that the image ofF1 underf is a subbundleF ′ of F2 (cf. definition 1.12). Then we can conclude
by remark 1.13 thatF2 is decomposable intoF2 = F ′ ⊕ F ′′ ∼= F1 ⊕ F ′′ for some other subbundleF ′′

of F2. Hence we can conclude by theorem 2.11 thatck(F2) =
∑

i+j=k ci(F1) · cj(F
′′).

3. VECTOR BUNDLES ON AN ELLIPTIC CURVE

In this section we will give a complete classification of all vector bundles on an elliptic curve up to
isomorphism. One characteristic to distinguish differentbundles will be the following:

Definition 3.1 (Degree of a vector bundle). LetX := X2 be the curve from [AR07, example 5.5] and
let π : F → X be a vector bundle of rankr. We define thedegreeof F to be the number

deg(F ) := deg(c1(F ) ·X).

As already advertised in example 1.10 vector bundles on the elliptic curveX can be described by a
single transition function. We will prove this fact in the following lemma:

Lemma 3.2. Again, letX := X2 be the curve from[AR07, example 5.5]and letπ : F → X be a
vector bundle of rankr. ThenF is isomorphic to a vector bundleπ′ : F ′ → X that admits an open
coveringU ′

1, . . . , U
′
s and transition mapsM ′

ij such that at most one transition map is non-trivial.

Proof. LetU1, . . . , Us be the open covering with transition mapsMij for F according to definition 1.5.
We may assume that all setsUi are connected and that for alli, j the intersectionsUi∩Uj are connected
as well. Moreover, we may assume that the setsUi are numbered consecutively as shown in the figure.
For simplicity of notation we will consider our indices modulo s.

X

=

U3 U4

U1

U2

U5

We can write every mapMi,i+1, i = 1, . . . , s, as

Mi,i+1(x) = D(ϕ
(1)
i,i+1, . . . , ϕ

(r)
i,i+1)(x) ⊙Aσi,i+1

=: Di(x) ⊙ Pi

for some regular invertible functionsϕ(k)
i,i+1 ∈ O∗(Ui ∩ Ui+1) and permutationsσi,i+1 ∈ Sr. We

will show that we can replace successively all the transition mapsMi,i+1 but one by the constant map
M ′

i,i+1 : Ui ∩ Ui+1 → G(r) : x 7→ E and the resulting vector bundleF ′ is isomorphic toF : Choose
j0 ∈ {2, . . . , s}. Note that if we are given a regular invertible functionϕ ∈ O∗(Ui ∩ Uj) there is a
unique regular invertible functioñϕ ∈ O∗(Ui) such thatϕ̃|Ui∩Uj

= ϕ. As they are regular invertible
functions, too, we can extend in exactly the same way the finite entries of the matrixDj0 along the chain
Uj0−1, Uj0−2, . . . , Ui+1 to any setUi+1 for i ∈ {2, . . . , j0 − 1}. By abuse of notation we will denote
this continuation ofDj0 as well byDj0 . Now, we takeU ′

i := Ui for all i = 1, . . . , s and

M ′
i,i+1(x) :=

{
Pj0 ⊙Dj0(x) ⊙Mi,i+1(x) ⊙Dj0(x)

−1 ⊙ P−1
j0
, if i ∈ {2, . . . , j0 − 1}

Mi,i+1(x), if i ∈ {j0 + 1, . . . , s}.
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Moreover, we setM ′
12(x) := Pj0 ⊙ Dj0(x) ⊙D1(x) ⊙ P1 andM ′

j0,j0+1(x) := E. To check that the
vector bundleF ′ we obtain from this gluing data is isomorphic toF we apply lemma 1.16: We set

Ei(x) :=

{
Dj0(x) ⊙ Pj0 , if i ∈ {2, . . . , j0}
E, else,

and get

(Dj0 ⊙ Pj0) ⊙ (D1 ⊙ P1) = (Dj0 ⊙ Pj0 ⊙D1 ⊙ P1) ⊙ E

(Dj0 ⊙ Pj0) ⊙ (D2 ⊙ P2) = (Dj0 ⊙ Pj0 ⊙D2 ⊙ P2 ⊙D−1
j0

⊙ P−1
j0

) ⊙ (Dj0 ⊙ Pj0 )
...

...
E ⊙ (Dj0 ⊙ Pj0) = E ⊙ (Dj0 ⊙ Pj0).

This finishes our proof. �

To classify all vector bundles on our elliptic curveX we give now a non-redundant parametrization of
all indecomposable vector bundles onX . Arbitrary vector bundles are then just direct sums of these
building blocks.

Theorem 3.3(Vector bundles on elliptic curves). Let X := X2 be the curve from[AR07, example
5.5]. Then the set of indecomposable vector bundles of rankr and degreed is in natural bijection with
gcd(r, d) ·X , i.e. with points of the curveX stretched togcd(r, d) times the original length.

Proof. Let π : F → X be an indecomposable vector bundle of rankr with open coveringU1, . . . , Us

and transition mapsMij according to definition 1.5. Again, we may assume that all sets Ui are con-
nected, that for alli, j the intersectionsUi ∩Uj are connected as well and that the setsUi are numbered
consecutively. Moreover, by lemma 3.2 we may assume thatM12 is the only non-trivial transition
map. LetM12(x) = D(ϕ1, . . . , ϕr)(x) ⊙ Aσ =: D(x) ⊙ Aσ for some regular invertible functions
ϕ1, . . . , ϕr ∈ O∗(U1 ∩ U2) and a permutationσ ∈ Sr. As F is indecomposableσ must by a single
cycle. Hence there exists̺∈ Sr such that̺ σ̺−1 = (12 . . . r). We will apply lemma 1.16 to show that
we can replaceM12(x) byM ′

12(x) := A̺⊙D(x)⊙A̺−1⊙A(12...r) without changing the isomorphism
class ofF : We setEi(x) := A̺ for all x and alli and obtain

A̺ ⊙ (D(x) ⊙Aσ) = (A̺ ⊙D(x) ⊙A̺−1 ⊙A(12...r)) ⊙A̺

A̺ ⊙ E = E ⊙A̺

...
...

A̺ ⊙ E = E ⊙A̺.

Hence we may assume thatσ = (12 . . . r). Our next step is to apply lemma 1.16 to show that we may
replaceD(x) = D(ϕ1, . . . , ϕr) by D′(x) = D(ϕ′, 0, . . . , 0) for someϕ′ ∈ O∗(U1 ∩ U2) without
changing the isomorphism class ofF . For i = 1, . . . , r let αi be the slope ofϕi and letL be the
(lattice) length of our curveX . Fori = 2, . . . , r we setδi :=

∑r
j=i(j− i+1) ·αj. Moreover, we define

ϕ′ := ϕ1 + . . .+ϕr−δ2L. Note that if we are given a regular invertible functionψ ∈ O∗(Ui∩Uj) there
is a unique regular invertible functioñψ ∈ O∗(Ui) such thatϕ̃|Ui∩Uj

= ϕ. Hence we can extend our
regular invertible functionsϕ1, . . . , ϕr along the chainU2, U3, . . . , Us, U1 to any of the setsU1, . . . , Us.
Note that onU1 ∩U2 the extension ofϕi toU2 and the extension ofϕi toU1 differ exactly byαiL. We
use these continuations to define the mapsEi:

Ei(x) := D(ϕ̃2 + . . .+ ϕ̃r − δ2L, ϕ̃3 + . . .+ ϕ̃r − δ3L, . . . , ϕ̃r − δrL, 0),

where for entries ofEi the map̃ϕj denotes the continuation ofϕj toUi. Hence we obtain onU1 ∩ U2:

E2 ⊙M12

= D(fϕ2 + . . .+ fϕr − δ2L, . . . ,fϕr − δrL, 0) ⊙ (D(ϕ1, . . . , ϕr) ⊙ Aσ)
= D(ϕ2 + . . .+ ϕr − δ2L, . . . , ϕr − δrL, 0) ⊙ (D(ϕ1, . . . , ϕr) ⊙ Aσ)
= D(ϕ1 + . . .+ ϕr − δ2L, ϕ2 + . . .+ ϕr − δ3L, . . . , ϕr−1 + ϕr − δrL, ϕr) ⊙ Aσ
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and

M ′

12 ⊙ E1

= (D(ϕ1 + . . .+ ϕr − δ2L, 0, . . . , 0) ⊙ Aσ) ⊙D(fϕ2 + . . .+ fϕr − δ2L, . . . , fϕr − δrL, 0)
= (D(ϕ1 + . . .+ ϕr − δ2L, 0, . . . , 0) ⊙ Aσ) ⊙D(ϕ2 + . . .+ ϕr − δ3L, . . . , ϕr − δr−1L, 0)
= D(ϕ1 + . . .+ ϕr − δ2L,ϕ2 + . . .+ ϕr − δ3L, . . . , ϕr−1 + ϕr − δrL,ϕr) ⊙ Aσ.

The other conditions are trivially fulfilled asEi|Ui∩Ui+1
= Ei+1|Ui∩Ui+1

for all i 6= 1. Hence we
may assume thatM12(x) = D(x) ⊙ Aσ = D(ϕ′, 0, . . . , 0)(x) ⊙ A(12...r). As F is a vector bundle
of degreed the affine linear mapϕ′ must have slope−d. Thus, the transition mapM12 is determined
by the isomorphism class ofF up to translations ofϕ′. To prove the claim it remains to show that two
vector bundlesF andF ′ as above with transition mapsM12(x) = D(ϕ, 0, . . . , 0)(x) ⊙ A(12...r) and
M ′

12(x) = D(ϕ+ cL, 0, . . . , 0)(x) ⊙A(12...r) are isomorphic if and only ifc is an integer multiple of
gcd(r, d): By lemma 1.16F andF ′ are isomorphic if and only if for alli = 1, . . . , s there exists a map
Ei : Ui → G(r) such that for alli the equationEi+1(x) ⊙Mi,i+1(x) = M ′

i,i+1(x) ⊙ Ei(x) holds for
all x ∈ Ui ∩ Ui+1. AsMi,i+1 is trivial for all i 6= 1 these equations implyEi|Ui∩Ui+1

= Ei+1|Ui∩Ui+1

for all i 6= 1. HenceF andF ′ are isomorphic if and only if there exist a permutationτ ∈ Sr and regular
invertible functionsψ1, . . . , ψr ∈ O∗(U1 ∩ U2) with continuations̃ψ1, . . . , ψ̃r to all setsU1, . . . , Us

along the chainU2, U3, . . . , Us, U1 such that

(D(fψ1, . . . ,fψr) ⊙ Aτ ) ⊙ (D(ϕ, 0, . . . , 0) ⊙ Aσ) = (D(ϕ+ cL, 0, . . . , 0) ⊙ Aσ) ⊙ (D(fψ1, . . . , fψr) ⊙ Aτ )

holds onU1 ∩ U2. In particular, the last equation impliesAτ ⊙ Aσ = Aσ ⊙ Aτ and henceτ = σk for
somek ∈ Z. ThusF andF ′ are isomorphic if and only if there existk ∈ Z andψ1, . . . , ψr as above
such that

D(fψ1, . . . , fψk, ψ̃k+1 + ϕ, ψ̃k+2, . . . ,fψr) ⊙ A
σk+1 = D(ϕ+ cL+ fψr,fψ1, . . . , ψ̃r−1) ⊙A

σk+1 .

Let αi be the slope ofψi. Then onU1 ∩ U2 the continuation ofψi to U2 and the continuation ofψi to
U1 differ exactly byαiL. Hence we obtain the system of equations

ψ1 = ϕ+ cL+ ψr + αrL

ψ2 = ψ1 + α1L
...

...
ψk = ψk−1 + αk−1L

ψk+1 + ϕ = ψk + αkL

ψk+2 = ψk+1 + αk+1L
...

...
ψr = ψr−1 + αr−1L.

In particular, we can conclude thatα1 = . . . = αk andαk+1 = . . . = αr. HenceF andF ′ are
isomorphic if and only if there existα1, αr, k ∈ Z such that

−c = (r − k) · αr + k · α1 andα1 = −d+ αr,

or equivalently if and only if there existαr, k ∈ Z with

−c = rαr − k · d.

This finishes the proof. �

Remark3.4. Note that the claim of theorem 3.3 coincides with the equivalent result in “classical” alge-
braic geometry (see [A57, theorem 7]).

I would like to thank my advisor Andreas Gathmann for numerous helpful discussions.



14 LARS ALLERMANN

REFERENCES

[A09] Lars Allermann,Tropical intersection products on smooth varieties, preprint arxiv:0904.2693.
[A57] Michael Francis Atiyah,Vector bundles over an elliptic curve, Proc. London Math. Soc., Volume s3-7, Number 1,

1957, pp. 414-452(39).
[AR07] Lars Allermann, Johannes Rau,First steps in tropical intersection theory, preprint arxiv:0709.3705.
[AR08] Lars Allermann, Johannes Rau,Tropical rational equivalence, preprint arxiv:0811.2860.
[GKM07] Andreas Gathmann, Michael Kerber, Hannah Markwig,Tropical fans and the moduli spaces of tropical curves,

preprint arxiv:0708.2268.
[T09] Carolin Torchiani,Line bundles on tropical varieties, Diploma thesis, TU Kaiserslautern, work in progress.

LARS ALLERMANN , FACHBEREICH MATHEMATIK , TU KAISERSLAUTERN, POSTFACH 3049, 67653 KAISERSLAUTERN,
GERMANY

E-mail address: allerman@mathematik.uni-kl.de

http://arxiv.org/abs/0904.2693
http://arxiv.org/abs/0709.3705
http://arxiv.org/abs/0811.2860
http://arxiv.org/abs/0708.2268

	1. Tropical vector bundles
	2. Chern classes
	3. Vector bundles on an elliptic curve
	References

